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Abstract
Many video surveillance applications require detecting

human reappearances in a scene monitored by a camera or
over a network of cameras. This is the human reappearance
detection (HRD) problem. Studying this problem is important
for analyzing a surveillance scenario at semantic level. In this
paper, we propose a novel online learningframeworkfor solv­
ing HRD problem. Both generative model and discriminative
model are employed in this framework and a voting scheme is
presented to fuse the decisions ofboth models for determining
whether a just entered person is one ofthose who have shown
up, i.e. whether a reappearance happens. Both models will
be updated based on mistake-driven online learning strategy.
Our experimental results show that the adopted online learn­
ing framework not only improves the reappearance detection
accuracy but also achieves high robustness in various surveil­
lance scenes.

1. Introduction
Many video surveillance applications require determining

if a newly appeared individual has been previously observed
by a camera or in a camera network. This is the human reap­
pearance detection (HRD) problem. HRD plays a key role
in analyzing and understanding kinds of challenging surveil­
lance scenarios at semantic level, including long-term human
behavior analysis and abnormal behavior/event detection. It
also provides solutions for many difficult problems such as
resuming tracking after long-period occlusion, tracking across
multiple cameras over wide areas of complicated terrain, and
effectively clustering or structuring multimedia contents for
retrieval.

Several approaches have been proposed to solve the HRD
problem. In [6], Javed et al. proposed a method to create cor­
respondences among observed individuals under distributed
multi-camera networks using a maximum a posteriori (MAP)
estimation. They assume that all models for individuals have
been learned off-line beforehand. Gheissari et al. [4] pre­
sented an approach to create unique generative appearance
models for each individual and apply these models to human
reappearances detection. Spatiotemporal information is incor­
porated in the proposed generative model to segment human
body and then create local signatures for each body segment.

In this project, we consider that the HRD problem is intrin­
sically an online learning and matching problem. This is be-
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Online Training module

Figure 1: The sketched online learning framework. The high­
lighted arrow lines are model updating processes.

cause i) under real surveillance situations, who will enter the
scene is unpredictable, so it is impossible to prepare a com­
plete human model database beforehand. ii) Human appear­
ance keeps changing due to variations of illumination, human
pose and motion, viewing angles, and occlusion. Therefore,
to solve this HRD problem radically, we have to 1) create hu­
man models in an online fashion; 2) adapt these models to
environment and viewing angle changes by continuously up­
dating them. These are the fundamental distinctions between
our work and the previous studies, and they are also our con­
tributions to solve the human reappearance detection problem.

In this paper, we propose a novel online learning frame­
work for this problem. Both generative model and discrimina­
tive model are created online and a voting scheme is presented
to fuse the decisions of both models for determining whether
a reappearance happens. Both models will be updated based
on a mistake-driven online learning strategy. To better explain
the framework, we sketch it in Fig.l.

In the rest of this paper, we detail our generative model
and discriminative model in Section 2. In Section 3, we for­
mulate our online learning framework, and then introduce the
decision fusion scheme and the update strategy. We present
and analyze the experimental results in Section 4. Finally, we
summarize the paper and offer a discussion in Section 5.

2. Human Models

In this project, we adopt both generative model and dis­
criminative model in the framework. Generative approaches
often achieve better performance when training data sets are
small, and they are more suitable for incremental learning.
That is why most approaches on HRD problem merely employ



generative models. However, compared to generative models,
discriminative models usually are easier to train and they can
achieve higher classification accuracy. Serval studies[ 11] sug­
gest that it will be advantageous to combine these two com­
plementary models into a hybrid framework. Therefore, we
employ both models and fuse them through a voting scheme
for detecting reappearances. In the following, we first intro­
duce features we use, then discuss the two types of models in
detail.

2.1 Features and Distance Metrics
Color is one of the most important cues for visual percep­

tion. We employ 2 types of color features: i) Color autocorrel­
ogram (CAC) [5] has shown great success in image retrieval
and object recognition. ii) Main color representation (MCR),
proposed in [10], is demonstrated to be an effective feature
for HRD problem. Based on the segmentation method used in
[10], each person has 3 CAC histograms which are extracted
from his/her upper body segment (h1) and lower body seg­
ment (h2 ), and whole body segment(h3 ), respectively. Simi­
larly we have 3 MCR histograms (h4, h s , h 6 ).

We employ a bag-of-words model [8] on SIFT descriptors
[9] as a human codebook . A histogram(h7) of the SIFT key­
word distribution are adopted as another feature of a person.

All these 7 features mentioned above are employed in our
generative model, and they are assumed to be independent.
As all these features are in the form of distributions, KL­
divergence is used as a metric to measure the feature distance.

di(hilhD = L hi,j log ~;,), i = 1" .. ,7.
j t,)

where hi,j is the jth bin height of the ith feature histogram.
Besides these features, the number of matched SIFT de­

scriptors (d8 )is also used in our discriminative model.

2.2 Generative Model
Based on the selected features, we create a generative

model Qp for each individual P. The likelihood of an ob­
servation 0 == (hi : i == 1"" , 7) given the model Qp is
defined as

p(OIQ
p
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p

) == e- L;=l QP,i·di(hi1hp,i),

where 8 p == (Qp,i, hp,i : i == 1, ... ,7) is the model param­
eter. hp,i is person P's ith feature vector, which is learned
via online learning introduced later. di (hi Ih p,i) is the KL­
divergence between hi and hp,i. Qp,i is the weight of die In
theory, Qp,i should be learned by maximum likelihood estima­
tion (MLE) under maximum entropy principle, which will be
very computationally expensive. In this project we simplify
this procedure by computing Q as

where, () is threshold of classifier, which is selected by ana­
lyzing ROC curves discussed in Section 4.

2.3 Discriminative Model
As a counterpart of the generative model, a discrimina­

tive model V p is created for each individual P. We de­
fine X o1p == (di : i == 1"" ,8) as the feature vector of
V p • Positive examples with label +1 indicate they are sam­
ple of the same person; negative examples with label -1 in­
dicate they are not. The discriminative model is denoted as
V p == {YVp,k, Wp,k}f[=b where YVp,k is a weak classifier
trained for Xp,k, and Wk is its weight which is learned by
an online boosting algorithm[12]. The strong classifiers make
decision about whether 0 is an observation of P as

8

YDp(Xo1p ) = sign(Lwp,k 'YDp,k(Xo1P,k))' (2)
k=l

We adopt Flexible Naive Bayes [7] as our weak classifier.
It uses kernel density estimation instead of single Gaussian to
estimate the density of continuous distributions. The classifier
is in the form

. ( P(x l +1)P(+1))
yv(x) == SIgn log p(xl _ l)p( -1) .

3. Online Learning Framework

3.1 Problem Formulation
We formulate the human reappearance detection problem

in video surveillance as follows: Assume that, at a time, we
have M observations 0 == {Om}~=l of N identified individ­
uals P == {Pn };;=l' where M 2: N. When a new obser­
vation OM+1 is detected from a monitored camera, our on­
line learning framework will proceed following the procedure
shown in Fig.l: i) For each individual Pn , both the genera­
tive model QPn and the discriminative model V pn will make
decisions about whether OM+1 is a reappearance of Pn by
Eqn.l and Eqn.2 independently. ii)Then all the 2N decisions
will be combined in the decision fusion module (introduced
in Sec.3.2) to make the final decision. If OM+l is a reap­
pearance of Pi, the system outputs Pi; otherwise, we initiate
2 new models for this new individual Pn (Sec.3.3). iii) If
the models give wrong decisions, they will be updated by our
model update module. This is explained in Sec.3.3.

3.2 Decision Fusion
The decision fusion includes two sequential steps:

1. Fuse the two decisions of the generative model and the
discriminative model of each individual. We adopt an
adaptive weighted voting scheme. For each person Pn,

whether o!vI+1 is a reappearance of Pn is decided by

YPn(O) == sign(~nYQ1'n (O)+(l-~n)Yv1'n (Xo1Pn ))'

where, np is the number of observations of person P, (n{) is
n p choose 2, and h;,i is the ith feature of the sth observation
of P. So Qp,i is updated along with online learning process.

The generative model make the decision about whether 0
is an observation of P as

~n is the weight of the generative model. The two mod­
els'decision weights are adjusted adaptively when any of
them makes a wrong decision.

YQp(O) == { +1,
-1,

p(OIQp ) > ()
otherwise

(1)
{

~~ - E,

~~+1 == ~~ + E,

~~,

if YQpn (OM+l) is wrong
if YVpn (OM+l) is wrong
otherwise

(3)



We choose E == 0.02.

2. Combine all {YPn };;=1 of every individual and make
a final decision about whether a reappearance occurs. If
yes, the system outputs the reappeared individual's iden­
tity. The procedure is as follows.

(a) If there is no reappearance, OlH+1 is an observa­
tion of a new individual PN +1. Then (IN +1 and
VN+l are initialized.

(b) If there is a single positive decision, say YPn ,

OM+1 is a reappearance of Pn.

(c) If there are multiple positive decisions of several
individuals, it means that, based on the current
models, the system cannot make a unique deci­
sion. In this case, o!vI+1 is assigned to the one
who have appeared with the most times.

3.3 Update Strategy
In mistake-driven online learning algorithms, when each

new example are presented, current models will make a pre­
diction and compare it to its true label. In the case of a wrong
prediction, the model will be updated. So there are 3 key is­
sues of this type of online learning algorithm: 1) how to get
true labels; 2) when to update models; and 3) how to initialize
and update models. We propose solutions to these issues in
our HRD online learning strategy in the following part.

About the first key issue, we can acquire a true label from
the following situations:

- If multiple individuals exist in the same scene, with­
out loss of generality, say one of the observations Oi
is an identified person Pi, we can be sure that other ob­
servations, say OJ must not be an observation of Pi.
This is individuals' identity mutual exclusiveness within
the same scene. Using this property, we can acquire
a negative example of Pi, and its label is denoted as
To j IPi == -1. We call this type of inferred label "sure
label".

- If a person Pi stays in the scene for a relatively long
period, his/her appearance may be largely changed. To
timely update the models, we will keep recording other
observation Ok of him/her while tracking him/her. In
this way, we can obtain a set of positive examples of
Pi with "sure labels" To k IPi == +1. At the same time,
these examples are negative examples of other identified
individuals, say Pj E P, with "sure label" Yak Ipj ==
-1.

Based on these obtained "sure labels", if a model makes a
wrong prediction, it needs to be updated based on the follow­
ing model update strategies.

1. IfToM + 1 \Pn == -1 and YPn (OM+l) == +1, we update
f3n as Eqn.3. XOM+lIPn with label-l is used as a nega­
tive example to update the discriminative model V n .

2. IfToM + 1 IPn == +1 and YPn (OM+l) == -1, we update
f3n as Eqn.3. XOM+lIPn with label +1 is used as a neg­
ative example to update the discriminative model V n .

Meanwhile, because the true positive label suggests that
OM+l is a reappearance ofPn , the generative model (In
should be updated as well.

3. As discussed before, if multiple positive decisions are
made, we choose one as the right decision, i.e. the oth­
ers are considered as wrong decisions. We then update
models by the above two strategies under this situation.

As for the last key issue, we propose an itemized scheme
to initialize and update models as follows:

Initialization. At the beginning, there are only few neg­
ative examples to a new appeared individual. As it is
hard to create an effective discriminative model based
on skewed training data set, we provide some random
human data as negative examples to initialize the dis­
criminative model.

Update generative models. To update a generative model
with a new observation, both the CAC and MCR his­
tograms are averaged, the SIFT keypoints are added, and
the SIFT keyword distribution is recalculated.

Update discriminative models. While a new example
shows up, the discriminative model is updated by an
asymmetric online boosting algorithm [12].

4. Experimental Results
4.1 Data Set

Three video sequences are used to test our approach,
including two CAVIAR videos[l] and one self-shot video.
These videos are of 3 different surveillance scenes captured
under various illumination conditions: under daylight, at dusk
and indoor. There are 76 individuals and 88 reappearances
in total in these video sequences. Besides, the bag-of-word
model is trained on Penn-Fudan Pedestrian database [2].

4.2 A Baseline Model
In this experiment, to compare our approach, we propose

a typical baseline model, which combines an ensemble of
weak classifiers trained on-line by AdaBoost [3] to determine
whether a reappearance occurs. The "sure labels" of exam­
ples for the ensemble are obtained in the same way described
in this paper. However, the only discriminative model is peri­
odically updated. And a newly trained weak classifier is used
to substitute for the worst one along the time.

4.3 Experiments and Results

We compare the performances of our method with the
baseline model in Tab. 1. In this experiment, () == 0.38, and
the initial value of f3 == 0.6. As Tab.l shows, our online
learning framework not only achieves higher accuracy than
the other, but also is more robust in different surveillance en­
vironments: the reappearances rate is low in the corridor se­
quence. Thus, the data for the discriminative classifiers are
very skewed. However, accuracy of our approach is still high
compared with the baseline model. This robustness is due to
the combination of the generative model and the discrimina­
tive models in the online learning process. Two results in a
corridor scene and a road scene are shown in Fig.2.

In Tab.2, it shows that the number of model update oc­
curred in our approach is much less than that of the baseline
model. This is because that our approach only updates mod­
els whenever necessary, i.e. when wrong prediction happens.
Meanwhile, shorter runtime indicate that our new approach
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Figure 2: Results of our approach in two scenes. The red rectangles highlight that reappearances are detected.

Table 2: Performance comparison between the 2 approaches.

Scene I n p I n r II baseline(%) lour approach(%) I
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whether a reappearance occurs. Both models are updated
based on a mistake-driven online learning strategy. Compared
to the baseline model, our approach achieves higher accuracy
and better robustness in various surveillance scenes.
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late HRD into an online SSC problem.
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vation by the individual models (discussed in Sec.3.2
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tion may improve the performance of our method.
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(b)(a)

Road 8 20 94.0% 95.9%
Corridor 58 38 70.4% 87.5%
Doorway 10 30 85.9% 90.3%

5. Summary and Discussion

In this paper, we present a novel online learning frame­
work for human reappearance detection problem. It combines
both generative model and discriminative model to determine

Figure 3: Comparison of ROC curves.

We also compare the ROC curves of our approach, the
combined models which are online updated (+g+d), with the
other cases: update generative models alone(+g-d), update
discriminative models alone (-g+d), only use not-updated gen­
erative models (-g), and only use not-updated discriminative
models (-d). From Fig.3(b), we can draw the following con­
clusions:

1. Combination of the generative model with discrimina­
tive model is superior to either models alone.

2. Updated models perform better than not-updated mod­
els, which strongly suggests that our online learning
strategy is a necessity to solve the HRD problem.

updates models more lightly. So that it can be applied to a
realtime scenario.

ROC curve is an important tool for comparing perfor­
mance of classifiers. In our approach, we adjust the threshold
() and the initial weight f3 of generative models to compute the
ROC curve. The values of () and f3 used in the former exper­
iment are chosen according to this ROC curve as well. The
comparison results are shown in Fig.3(a). It is obvious that
our approach achieves better performance.

Table 1: Classification accuracy comparison between base­
line method and online learning strategy. n p denotes the num­
ber of individuals who appear in the scene, while n r denotes
the number of reappearances.

I method I update number runtime

lour approach/baseline I 23/120 3/ 12 min


