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Abstract. Compared to automatic segmentation, interactive segmenta-
tion is a flexible method to separate the interesting object from back-
ground. However, satisfactory results may not be achieved even with lots
of interactions since user’s operation may not provide enough informa-
tion to decide the labels of ambiguous regions. To deal with this problem,
we present an interactive segmentation approach based on active learn-
ing scheme, which can automatically recommend the most informative
regions to guide the user interactions. Our method employs a two-step
strategy. Firstly, based on initial user interactions, it adopts active learn-
ing to iteratively select the most crucial regions and query the oracle for
their true labels. In the second step, we minimize an energy function,
which combines low-level features extracted from total interactions, to
segment the object. Experimental results demonstrate our method can
achieve high segmentation accuracy within desirable interactions.
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1 Introduction

Interactive segmentation has gained great concerns in the field of computer vi-
sion. A lot of methods [3,5,6,10,12,13,14,15,17] have been proposed for interactive
segmentation. They describe an interactive operation between an annotator and
a machine to achieve segmentation results. More specifically, given an input im-
age with single or multiple interesting objects, the oracle is queried for labeling
limited pixels contained in foreground objects and backgrounds. Then this prior
information is utilized to obtain the full segmentation results of desirable objects.

In this paper, we strive to address above-mentioned problems, via present-
ing a novel interactive segmentation algorithm based on active learning scheme
[1,7,18]. The overview of the method is illustrated in Figure 1. Given an input
image, a user is asked to give initial interactions by providing scribbles on ob-
jects (red lines) and backgrounds (blue lines). Then, the active learning method
is employed to iteratively recommend a series of candidate regions (denoted as
green regions) for guiding interactions. In each iteration, only one crucial region
with greatest information is chosen for users to receive further annotation. we



define region entropy(RE), distance ratio(DR) and neighbour similarity(NS) to
describe regions, then use combined information map to find most crucial region
in each iteration. After T iterations, we combine feature maps into our graphi-
cal CRF model, and minimize an energy function to obtain final segmentation
result.

The rest of our paper is organized as follows. Sec. 2 reviews related work. Sec.
3 presents our method. Sec. 4 is our active learning algorithm. Sec. 5 discusses
experimental results. Finally, Sec. 6 concludes the paper.

2 Related Work

2.1 Interactive Segmentation

The current literatures about interactive segmentations [10,12,14,17]are roughly
classified into two categories: 1) The boundary-based methods, like active con-
tour models [10] and intelligent scissors [14], use an adaptive curve to fit the
object’s boundary to pop out target object. 2) Graph-based methods, such as
GrabCut [17] and Lazy Snapping [12], formulate interactive segmentation into
an energy minimization problem. More recently, some methods extend the pre-
vious efforts to improve the performance of interactive segmentation. Delong et
al. [5] introduce a two-level MRF to model object appearance. In comparison,
our target is to make user interactions more effective and reduce user effort.

2.2 Active Learning

The process of active learning is defined as querying the oracle for the true label
of input data. It has been widely used in image Retrieval [8], image classification
[16], object categorization [9], object segmentation [1,7,18]. A. Fathi et al. [7]
propose an incremental self-training approach by iteratively labeling the least
uncertain frame for video segmentation. In [18], active learning is used to ad-
dress the substantial gap between segmentation accuracy of fully and weakly
supervised methods. Instead, our paper proposes an active learning method to
iteratively select most crucial regions to guide the user interactions. The contri-
butions of this paper are mainly summarized as follows: 1).we use active learning
in our interactive segmentation framework to recommend most crucial regions.
This method can achieve high segmentation accuracy within desirable interac-
tions. 2).we define region entropy, distance ratio and neighbor similarity, which
are helpful to recommend the most crucial regions.

3 Our Method

We formulate the interactive segmentation problem as a binary labeling problem.
Denote L={ap} is the final result; for each component ap , if pixel p belongs to
foreground objects, ap = 1; otherwise, ap = 0. Given an input observation image
I, we build a graph G = (V,E), whose vertex corresponds to pixel and edges



Fig. 1. an overview of our method.

are defined in an 8-connected neighborhood system. Our objective is to infer the
optimal result L∗ that leads to the minimization of the following Gibbs energy
function:

E(L|I, A0) =
∑
p∈V

M∑
m=1

λmFm(ap|I, A0) +
∑

(p′,p)∈E

S(ap, ap′ |I, A0), (1)

where A0 is user interactions;Fm is the local-based energy function trained based
on low-level appearance features and λm is the associated weights. We use a
linear combination of M local-based energy function. S(·) denotes the pairwise
function to smooth the label configuration of L. Immediately below, we elaborate
these two energy functions, respectively.

Specifically, Fm is a local-based function, written as:

Fm(ap) =

{
fm(p) if ap = 1;

1− fm(p) if ap = 0.
(2)

S(ap, a
′
p) penalizes the disagreement between adjacent pixels. We define it

as:
S(ap, ap′) = l(ap 6= ap′) · exp(−βd2pp′), (3)

3.1 Energy Minimization Based on Feature Maps

Suppose that user interactions A0 are acquired, then we extract two low-level
feature maps: 1) An object and background Gaussian Mixture Model, which are
learned from object pixels and background pixels in A0, respectively. 2) Color
spatiality extracts spatiality from the color model and becomes a global feature
to describe the object.



Fig. 2. information map for crucial regions. (a), (b), (c) are region entropy, distance
ratio, and neighbor similarity respectively. (d) is final information map.

Minimizing Energy Function. We use Graph-Cuts algorithm [2,11] to mini-
mize the energy function in our graphical CRF model. In our graph G = (V,E)
over all pixels, each node v ∈ V , is connected to the source s and the sink t and
their adjacent nodes, respectively. Based on graph theory, each configuration
L = {ap} is equal to a cut of graph G, which makes each node only connect
to one of the two terminal nodes. Thus, for obtaining the optimal segmentation
result L∗, our target is to find a cut which has minimum cost. So far, our energy
minimization problem is equal to minimum cut of the G.

4 Active learning for most informative regions

Active learning starts when the initial user interactions are finished. Firstly,
we over-segment the image I into homogeneous regions with irregular size and
shape using mean shift technique [4]. After initial user interactions, some object
regions and background regions are initialized respectively. The image I then
can be represented as a set of all irregular regions from over-segmentation: I =
{(Ar1 , r1), (Ar2 , r2), ..., (ArN , rN )}, where N is the number of regions; In each
pair (Ari , ri), the label Ari takes a value from {Au, Aobj , Abg} which means that
the initial annotation of region ri is unknown region, object or background. Using
homogeneous regions in our method can improve the computational efficiency
and allow us to compute complex statistics (e.g. texture and color).

The active learning method is conducted iteratively. In tth iteration, the fol-
lowing three steps are performed one by one: 1) it learns region-based features:
region entropy, distance ratio and neighbor similarity based on previous interac-
tions and combines them to form an information map. 2) Then most informative
regions are recommended to user; additional interactions are made on those re-
gions, and then are combined with previous interactions as the user inputs of
the (t+ 1)th iteration. After T iterations, the total interactions A0 are obtained.
The whole process is presented below.

4.1 Information map

We use three maps to describe how informative a region is: region entropy,
distance ratio and neighbor similarity.

Region entropy We define initial foreground object pixels: Pobj = {p|Ari =
Aobj , p ∈ ri and ri ∈ I}, and use raw RGB color of Pobj to learn GMMobj .



Similarly, we use initial background pixels to get GMMbg. The components of
GMMobj and GMMbg are 5 and 8 respectively. Then, for each pixel pik in region
ri, we normalize its object and background likelihoods from GMMs to get a two-
class distribution and calculate its Shannon entropy H(pik). The region entropy
then can be written as:

MRE(ri) =
1

k

K∑
k=1

H(pik), (4)

where K is the number of pixels included in the region ri, MRE(ri) is the average
entropy of region ri. Region entropy is defined based on a simple idea that the
label of a region may be ambiguous to decide if the appearance of the region is
mixed by foreground object and background or its appearance has large differ-
ences to both. Shannon entropy can measure the uncertainty of a pixel label ap
and the average entropy MRE(ri) of pixels in a region will be high if the total
uncertainty is great. Thus, the more ambiguous a region is, the higher entropy it
gets. We then get an entropy map MRE by normalizing MRE(ri) over all regions
in image I to the range [0, 1], shown in Figure 2(a). A region which has complex
appearance at the bird body is bright, while another region which has consistent
appearance at the bird head is darker than the former.

Distance ratio First we define the set of initial foreground regions O =
{ri|Ari = Aobj , ri ∈ I}. For a region r′ which has the initial user annotation
Au, we calculate Chi-square distance between the histogram of RGB color of ri
and r′:

D(ri, r
′) =

1

2

∑
k

(Hk
ri −H

k
r′)

2

Hk
ri −H

k
r′

(5)

where Hk is the kth bin of the color histogram; we quantify RGB colors to
5× 5× 5, thus H has 125 bins.We then define the minimum distance from O as:

D∗(O, r′) = minri∈OD(ri, r
′). (6)

Similarly, the distance D∗(B, r′) from r′ to background regions B is defined. The
distance ratio of the region r′ is written as:

MDR(r′) =
1

|D∗(O, r′)−D∗(B, r′)|+ 1
. (7)

We then get a ratio map MDR which is also normalized to [0, 1]. As shown in
Figure 2(b), the unknown region at the tail of the bird is crucial because it is
both similar to the wood with background label, which the bird stands on, and
some labelled parts of the bird body.

Neighbor similarity Appearance information extracted from initial object
regions O is often not effective enough to decide the whole object. There are
two key reasons: 1) O only contains some parts of an object; 2) each part of
the desired object may have different appearance. With this knowledge, we use
neighbor similarity to find crucial regions which are adjacent to object regions O



and have different appearance to O. Denote an unknown region r′′ is adjacent to
object regions O′, where O′ is a subset of O and consists of labelled regions. We
calculate the Chi-square distance of RGB histogram D(O′, r′′) Equ. (5). Then
neighbor similarity can be written as:

MNS(r′′) = w ·D(O′, r′′), (8)

where w is a distance weight with the range [0.5, 2]:

w =


0.5 if R(O′, r′′) ∈ (0, 0.5];

R(O′, r′′) if R(O′, r′′) ∈ (0.5, 2];

2 if R(O′, r′′) ∈ (2,+∞].

(9)

where R(O′, r′′) is the area ratio between O′ and r′′. In Figure 2(c), the small
regions near the bird paw are more crucial.

4.2 Interactions

Then we combine those maps using same weights to get the final information
map γ : γ(ri) = MRE(ri) + MDR(ri) + MNS(ri), for i = 1, 2, , N . The most
crucial region is the one which has the highest score in γ; the brightness of
regions in Figure 2(d) is proportional to their score.

After the above operations, the method queries the oracle for the true label
of the most crucial region. Then this additional interaction on crucial region is
combined with initial interactions. Denote the additional interaction in the tth

iteration is At, thus the updated initial interactions in the (t+ 1)th iteration are
A0 = A0 ∪ At. After T iterations, the total interactions A0 is the combined set
of initial user interactions and all additional user interactions.

5 Experiments

In our experiments, we present results of our method and compare them with
the state of the art algorithm [17]. All the experiments use unified parameters:
we set the associated weights λ1 and λ2 to {0.5, 0.5} in energy function Eq.(1).
The parameters of mean shift over-segmentation code are set to {sigmaS =
9, sigmaR = 9,minRegion = 100}. Only one crucial region is recommended in
each iteration. Then we use min-cut algorithm [2] to get an optimal solution of
our energy minimum problem.

We show several experimental results in Figure 3. The desired object has
great appearance variances. Given an input image, a user marks on the fore-
ground object(red scribbles) and background(blue scribbles) respectively; the
second column are the result of initial interactions. All 5 recommended crucial
regions are overlapped onto the original image and highlighted with green color.
The additional interactions are made in yellow circles. The last column shows the
optimal results by graph-cuts algorithm. Under the parameter setting of over-
segmentation algorithm, there are about 50 regions per image with 260 × 200



Fig. 3. Experimental results of our method. From the left to right: 1) input images;
2) images overlapped by initial interactions; 3) all recommended crucial regions with
their true labels in yellow circles; 4) segmentation results. (Best viewed in color)

Fig. 4. Comparison of our segmentation results with GrabCut. Our method in the
second row is initialized by object and background scribbles while GrabCut in the first
row is initialized by a bounding box. Results are highlighted with black background.

resolution and the method only recommends about 10% regions to guide the
user. The experiment on a variety of images shows that it can lead to significant
improvements in segmentation accuracy within limited iterations.

Figure 4 is the comparison of our segmentation result with GrabCut. Grab-
Cut starts with an initial bounding box. Then the iteratively scribbles are marked
by the user until obtaining the desirable result. Instead, most crucial regions are
recommended iteratively in our method; segmentation results of GrabCut and
our method show that 1) the most crucial regions are effective to guide the user.
2) By recommending only 10% regions, we can get comparable segmentation
results.

6 Conclusion

We present an active learning method for interactive segmentation. First, it
iteratively selects the most crucial regions. In each iteration, region entropy,
distance ratio and neighbor similarity are learned to form information map, and
our method recommends the most crucial region from this map to guide user.
Second, we combine color model and color spatiality feature maps acquired from



interactions into our model, and minimize associate energy function to obtain the
final segmentation result. Experimental results show that our method is effective
to achieve high segmentation accuracy in limited interactions. Our future work
will focus on the learning of associate weights to make them object-specific.
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