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Abstract

We propose an approach to recognize group activi-
ties which involve several persons based on modeling
the interactions between human bodies. Benefitted from
the recent progress in pose estimation [ 1], we model the
activities as the interactions between the parts belong to
the same person (intra-person) and those between the
parts of different persons (inter-person). Then a uni-
fied, discriminative model which integrates both types
of interactions is developed. The experiments on the
UT-Interaction Dataset [2] show the promising results
and demonstrate the power of the interacting models.

1. Introduction

Human activity recognition has great scientific im-
portance and many practical applications, such as
surveillance, human-computer interaction, image and
video search.

Many progresses have been gained in activity recog-
nition with one actor, such as running, working and
waving hands [3, 4, 5]. Some systems considered the
interactions between the actor and the object. For ex-
ample, Yao et al [6] modeled an activity as the pose of
the player by human parts detection and the interaction
between the key object (e.g. basketball) and the human
parts. Few works dealt with activities involving more
than one person. Lan et al [7] proposed an algorithm to
capture contextual information including person-group
interactions and person-person interactions to recognize
group activities.

Many types of features have been explored in activ-
ity recognition. The appearance features such as the
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Fig.1: Interactive poses. The red bounding box shows
the person with same pose in different activities, while
the blue one shows the person with different poses in
different activities.

Bag-of-Words (BoWs) method have been successfully
applied on the activity recognition [3, 8] by using dis-
criminative space-time features [9]. However, the spa-
tial information is missed in such a representation.

Then the spatial relations are introduced. The repre-
sentations of spatial relations in activity recognition can
be categorized into three levels: points of interest level,
which captures the spatial relations between the points
of interest [10]; parts level (pose), which uses the rela-
tive locations of body parts implicitly [5, 4] or explicitly
[6] to recognize activities; persons level, which might
be useful for recognizing group activity [7].

Here we focus on the activities involving several per-
sons. It’s well known that pose is critical for activity
recognition. Different from [4, 5] using human poses
to recognize actions implicitly, we use the locations of
the human body parts explicitly and therefore the mod-
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Fig.2: Our framework of activity recognition.

els are more explainable. Fig.3 shows some detected
human parts in the different activities. Further, we ar-
gue that the activities involves the interactions among
the actors, i.e., the activity in Fig.1(a) is not a Punch ac-
tivity until the punching actor is touching the other one
by a punching pose.

In this paper, we propose a unified representation for
both the pose of a person and the interactions among d-
ifferent actors. The framework of the proposed method
is shown in Fig.2. The joints detection is applied on the
input image, and the semantic spatial information with-
in a person and among the actors are extracted based on
the locations of the joints. The appearance features are
further integrated into action recognition as the comple-
mentary.

2. Interaction Representation

Our method models an activity as the interactions
between the parts of human bodies. We assume that
an image consists of the descriptive local human poses
which we refer as Intra-Person interactions and the in-
teractions between the parts of different persons which
we refer as Inter-Person interactions.

2.1. Joints Detection

Recent works on pose estimation have made some
big progresses. In this paper we use the state-of-the-art
detector [1] to locate the joints’ locations.

Yang et al [1] modeled human key joints into a tree
structure and constructed a score function to dynami-
cally search human and the poses efficiently in images.
The score function combined appearance confidence
with limbs’ deformation cost, part attributes confidence
and relative matching. Their system was tested on sev-
eral real-life datasets and got a promising improvement.

In order to boost the performance of joints locating,
we train multiple pose estimators on the dataset [2] to
handle huge variance among activities. While training
each model, we choose the training samples of a specif-
ic activity as positive samples and the others as negative
samples according to the test protocol of the dataset [2].
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Fig.3: Some examples of the detected joints.

For a testing image, we try each model to detect
joints and choose the one with maximum score. The
experimental results show that this strategy can effec-
tively improve locating joints. Some examples of the
detected joints are shown in Fig.3.

2.2. Semantic Spatial Relation

We can see from Fig.1 that people’s poses discrimi-
nate different activities effectively. However, the poses
of individual persons are not good enough for the task
because of the sharing poses between different inter-
active actions. For example, the first person is stand-
ing still in the activity of Punch (Fig.1(a)) and Push
(Fig.1(b)) and the second person with different poses is
the main actor. Furthermore, the activity is not a Push
until the pushing actor is touching the other one, i.e.,
the distance between the two actors is also one of the
key clues. Therefore both the poses of the individual
persons (referred as Intra-Person) and the relationships
between them (referred as Inter-Person) are modeled in
our algorithm.

Intra-Person: The pose of an individual person is
represented as the pairwise joints’ relative locations. As
illustrated in Fig.4(a), the Intra-Person features of the
person p are represented as

|dy| db]

si; = [lda] )
where dz = z; — x4, dy = y; — y;, d0 = 0i — 07,
(x;,yi).and (z;,y;) are the coordinates of joint {; and
l; respectively, 6; and 6; are the orientations of joint [;
and /; respectively, normalized by the height of person
p. 4,j € {1,2,...,N}, and N is the number of joints
of one person. In the experiments, the joint orientations
are quantized into eighteen discrete values.

Inter-Person: The interactive pose, which is defined
as the pairwise relative locations between the joints
from different subjects. As shown in Fig.4(b), we rep-
resent it as

s;7 P = [|dz| |dy| do] )
where s? 7 P represents interactive pose between per-

son p,, and p,,m,n € {1,2,..., K}, K is the number



Fig.4: Semantic Spatial Relations. (a)lntra-Person s-
patial relations drawn by dash line in purple; (b) Inter-
Person spatial relations drawn by dash line in green.

of interactive people. The definitions of dz, dy and df
are the same with Intra-Person, whereas dx, dy are nor-
malized by the distance between person p,,, and p,,.

3. Interaction Recognition

We prefer our task to a discriminative function F' :
Ixy — R, overanimage I and its class labels Y where
F is parameterized by ©. During testing, we predict the
class label of Y* of an input image I as:

Y* = F(I,Y |© 3
arg 1ax (I,Y | ©) (3)

We can write

F(1,Y|0©)= Zaﬁ - Intra(pm,Y)+

Pm

> Bha - Inter(pm.pn,Y) +4" - App(1,Y)
(pmvpn)

“

where Intra(pnm,,Y) represents the Intra-Person spatial
relations of person p,,, Inter(pm,, pn,Y) stands for s-
patial relations of the Inter-Person between person p,
and p,,, and App(I,Y’) is the appearance model. In
the experiments, the system uses the output of SVM-
s trained on Intra-Person spatial relation features in-
stead of tuning the weights of individual features. The
same operations are done on Inter-Person and appear-
ance model parts. We choose HoG [11] as the appear-
ance features.

4. Experiment

We test our method on the public UT-Interaction
Dataset [2], which has two sets of video data. The video
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Fig. 5: UT-Interaction Dataset examples in still images.
(a) hand-shake; (b) kick; (c) hug; (d) point; (e) punch;
(f) push.

sequences in Setl are taken in a parking lot with slight-
ly different zoom rate and the background is relative-
ly static, whereas videos in Set2 contains more jitters
which results in more phantoms in still images. There
are six different interactions: Hand-shake, Hug, Kick,
Point, Punch and Push. Fig.5 shows snapshots of these
activities.

We extract key frames from the original videos to
construct our testing dataset. The key frames defined
here are extracted from the original videos’ middle one
third frames with five frames as the sampling interval.
Setl contains 497 samples and Set2 contains 464 sam-
ples. We follow the original video-test protocol,i.e., the
10-fold leave-one-out cross validation per set. For train-
ing the joint detection models, fourteen joints on human
bodies are manually annotated, namely N = 14. The
contributes of the three parts in the system (4) are test-
ed: intra personal features, inter personal features and
the appearance model. Table 1 shows the experimental
results using the mean classification accuracy and mean
average precision. In the current implementation, the
weights of the three parts in (4) are learned using SVM.
The experimental results show that the final results are
not sensitive to the weights. It can be seen from Ta-
ble 1 that the semantic spatial relation(/ntra-Person and
Inter-Person) is better than HoG templates. Besides,
our semantic spatial relation is complementary to tem-
plate matching, and combining these two approaches
improves the performance significantly.

We also compare our model with the other two state-
of-the-art methods [12] and [10] on our dataset. The
first baseline BoF is the bag-of-features classifier [12],
aggregating quantized responses of densely sampled
SIFT features in spatial pyramid representation, using
an intersection kernel. Note that this is a strong base-
line, which was shown in [12] to outperform other state-
of-the-art methods in single-actor recognition. During



Table 1: Each part contributes to the final result

Each Part mAcc. mAP
Intra-Person® 77.68  78.35
Inter-Person 84.27 84.33
Intra+Inter’ 83.11 86.24
HoG Template® 83.59  85.96
Final 87.42 91.81

4 Intra-Person 1 + Intra-Person 2
® Intra-Person*0.4 + Inter-Person*0.6
¢ HoG-Person 1 + HoG-Person 2

testing, we give the interactive bounding box for better
results of [12] and set the vocabularies(K=1024). The
second baseline, pairwise spatial relations(PSR), is al-
so based on a bag-of-features classifier [10] combining
the spatial relationship of pairwise words. we use SIFT
instead of STIP-HoG as our local features since our tar-
get are interactions in still images. we set vocabularies
K=200. During the experiment, the bigger K doesn’t
bring better performance. We only give the result of
pairwise spatial relation of BoWs instead of the combi-
nation of PSR and histograms of words. Table 2 shows
the results.

Table 2: Methods test on UT-Interaction Dataset

| Set Setl \ Set2 |
Methods mAcc. mAP mAcc. mAP
BoF [12] 77.12 7995 70.06 73.52
PSR [10] 49.09 4590 45.09 47.26
Intra+Inter 83.11 8624 77.20 78.26
Ours 8742 91.81 8219 83.60

Frames-Voting for Video : For proper comparison
with previous methods testing on UT-Interaction Video
Dataset, the labels of key frames extracted from the o-
riginal videos are used to vote for the corresponding
videos’ label. Our final result on UT-Interaction Video
Contest reaches 0.983 on Setl and 0.922 on Set2, com-
pared with best result reported in [13] as 0.88 on Setl
and 0.77 on Set2.

5. Conclusion

We propose a novel activity recognition algorithm
based on the interactions within each person and the
interactions among the persons involved in the activity.
Different from previous works avoiding estimating
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poses, we detect interactive people’s joints by using
multiple pose estimators and extract semantic spatial
relations: intra/inter spatial relations. Integrated with
the appearance features, our method gets the significant
improvement compared with the state-of-the-arts,
which demonstrates the power of the proposed seman-
tic features. The future work includes how to integrate
actor pose estimation with activity recognition into an
unified work.
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