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Abstract With the rapid development of social media, the
topics emerge and propagate in a variety of media websites.
Although much work has been done since NIST proposed the
problem of topic detection and tracking (TDT), most of them
focus on single media data and are mainly based on unsu-
pervised clustering method, which does not use some side
information to help detecting topics. Therefore, traditional
TDT approaches are not competent for cross-media topic
detection. To efficiently use the information contained in
multi-modal data from different sources and the prior knowl-
edge, we propose a semi-supervised co-clustering approach
for cross-media topic detection by a constrained non-negative
matrix factorization. The correctness and convergence of our
approach are proved to demonstrate its mathematical rigor-
ousness. Experiments on the cross-media dataset verify the
effectiveness of our proposed approach.
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1 Introduction

As the rapid advancement of Internet and multimedia tech-
nologies, social media websites become an important plat-
form for people to access the interested information and share
opinions. Concretely, media data emerged from multiple
sources, such as news websites, video/photo sharing websites
and social network websites; these media data represent dif-
ferent aspects of some real-world topics that people concern
and give users a variety of experiences. However, the grow-
ing volume of media data makes it difficult for people to find
what they are interested in. If topics are discovered from the
large amounts of data automatically, users can know what is
happening and quickly access the information they concern.

Topic detection is such an effort to discover topics from a
collection of documents and group the documents belong-
ing to the same subject. Topic detection for cross-media
data integrates data with different modalities from multi-
ple sources and detects hot topics implied in it. Although
NIST proposed TDT in the 1990s [1], so far, most related
works only focus on single-source media data, such as news
data [2-5] and web videos [6,7]. Apparently, it is difficult
to understand the world and conceive the topics if we do
not exploit the media data from multiple sources. However,
the traditional TDT approaches are barely suited for cross-
media topic detection for the following reasons. First, the
cross-media data have different modalities, and the data rep-
resentation of each modality varies greatly; besides, the char-
acteristic of the same modality in different sources is not the
same. For example, textual information in news articles is
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abundant, while it (tag information) is sparse and noisy in
web videos. Second, most of the TDT approaches are based
on unsupervised clustering which ignores the possible side
information. Some side information reflects user’s intention
and could provide strong indications of the real-world topics.
User’s queries recorded in search engine are such an exam-
ple [8-10] and many of them are directly related to the topics
that happened around us. The traditional TDT approaches do
not think of using this side information as guidance for topic
detection which makes them fail to detect topics more fully
and effectively.

In this paper, we propose a cross-media topic detection
approach based on a semi-supervised co-clustering (SSC).
Our approach can solve these problems due to the following
facts. First, by conducting SSC method, the cross-media data
can be co-clustered simultaneously using the multi-modality
information, and the information of the same modality from
different sources can complement with each other. Second,
our approach can use the guidance to help detecting top-
ics. Some topics and part of their related data could be
obtained through the guidance directly. To detect the top-
ics more effectively, we should utilize the data co-clustering
and the guidance simultaneously for topic detection. Semi-
supervised clustering approach is a good way to achieve that
purpose because of the following reasons. By introducing
constraints (guidance) in co-clustering, the data labeled to
the same category (topic) are made as tight as possible, and
the unlabeled data that related to the prior known topics could
also be clustered; besides, the influence of sparse and noise
information on the clustering could be alleviated by adding
the label information.

The data co-clustering is achieved by non-negative matrix
tri-factorization. The cross-media data with different modal-
ities can be represented by several non-negative matrices and
each matrix R denotes the relation between the central data
and a feature modality. Then the clusters of the central data
and every feature modality can be obtained by tri-factorizing
these matrices simultaneously (co-clustering), and every
cluster of the central data may correspond to an event (see Fig.
1). The co-clustering can integrate the information contained
in different modalities so that we can discover the hidden
global structure in the multi-modality data. Besides, NMF is
a powerful tool for textual data clustering because each axis
in the semantic space learned by the NMF has a much more
straightforward correspondence with each latent topic than
other SVD- and the eigenvector-based clustering methods
[11]. Learning from the textual data among different sources
simultaneously can make use of the complementary informa-
tion sufficiently, and the learned axis will be enhanced which
provides a better representation for a specific topic.

Some side information on the Internet can be used as
the guidance for topic detection. In our case, the queries
recorded in search engine are used. When users want to know
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Fig. 1 TIllustration of co-clustering cross-media data with different
modalities

some topics happened in the real world, they usually search
some information through the search engine. So the queries
recorded in the search engine are closely related to the topics
that happened in the world, and can be used as guidance for
topic detection. However, not all the queries are related to
real-world topics, so we preprocess the queries to get topic-
related queries. Then, these queries are used to find the topic-
related data (news articles, web video, etc) directly. Finally,
we integrate this prior knowledge into co-clustering through
introducing constraints into SSC to make the data belong to
the same query (topic) as tight as possible.

Figure 2 shows the framework of the proposed approach.
For clarity, the following two terminologies are defined. An
Event is something that happens in a time slot, which consists
of a set of closely related data such as news and videos. A
Topic is a series of strongly interconnected events happened
in several time slots. We know that the data related to the same
event are close in time. To reduce the influence of irrelevant
data and noise, we perform event detection in each time slot.
From the framework we can see the cross-media data are
first divided by time. Then in each time slot, the queries that
belong to the corresponding time slot are preprocessed and
find topic-related data to obtain the guidance information.
The guidance information is converted to the label indicator
matrix for SSC. Meanwhile, the multi-modality matrices are
built based on the feature contained in different modalities.
Next, we group the data into clusters under the guidance
information by performing SSC, and each data cluster may be
an event. After the events have been detected in different time
slots, we thread these events together according to their text
and time similarity to obtain topics. The major contribution
of our work is summarized as follows:

1. Our approach could cluster the cross-media data utiliz-
ing the multi-modality features simultaneously which
reduces the impact of the insufficient information of
single modality on clustering. Besides, NMF-based text
clustering could enhance the incomplete information in
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cross-media data by making use of textual information
from different sources complement with each other.

2. To the best of our knowledge, this is the first work that
uses the guidance information for topic detection in a
semi-supervised manner. Since some side information
such as queries could give us guidance for topic detection,
using them in cross-media topic detection can help us
to obtain topics more directly. Through semi-supervised
clustering, the topics are detected not only by data clus-
tering, but also under the guidance of prior knowledge.
The two ways could promote each other and improve
effectiveness of topic detection.

The rest of this paper is organized as follows. We review
some related works in Sect. 2. In Sect. 3, the SSC model is
introduced in detail. How to obtain the guidance information
and convert them into co-clustering constraints is described
in Sect. 4. Event threading method is briefly described in
Sect. 5. In Sect. 6 we provide the experimental results and
finally the paper is concluded in Sect. 7.

2 Related works

Since TDT was proposed in 1990s, it attracts lots of research
interests. The objective of TDT is to search, organize and
structure the news oriented documents from news media, and
it mainly involves five tasks: topic tracking, link detection,
topic detection, first story detection and story segmentation.
Topic tracking detects the stories that discuss previous known
topic. Link detection associates detected stories that belong
to the same topic. Topic detection detects previous unknown
topics and groups stories discussing the same topic together.
First story detection outputs a binary decision on whether

Multi-modality matrices construction Eventdetection by SSC

the new story discusses a new topic or not. The task of story
segmentation is to detect story changes [5].

Since the main source for people getting information is
news articles in the early years, most works in topic detec-
tion mainly focus on detecting topics from news data [2—
4,12,13]. The first benchmark evaluation corpus for TDT
research is TDT1 which is proposed by researchers in TDT
Pilot Research Project. There are 15,863 chronologically
ordered news documents in this corpus which are mostly
obtained from Reuters articles and CNN broadcasts. Larger
and richer corpora have been developed by LDC [14]. Lots of
TDT woks verify their performance through experiments on
these corpora. Temporal Discriminative Probabilistic Model
(DPM) [15] is an effective TDT work which is an unsu-
pervised topic detection method for single media and it is
shown to be theoretically equivalent to the classic vector
space model with feature selection and temporal constraints.
In the recent years, web video has become increasingly pop-
ular for its rich audio-visual content. Web users like to share
some important or interesting video on the website. Topic
detection for web video can recommend useful information
to users and will enhance user experience. Therefore, some
methods are developed for web video topic detection [6,7].
However, these efforts are designed for single-source media
data. Topic detection for cross-media data has not been fully
investigated. One such pioneer work to solve this challenge
is [16]. Topics were detected for cross-media data from mul-
tiple sources such as news data from Sina [17] and web video
from Youku [18].

Several techniques have been proposed on topic detection,
and unsupervised clustering is a major way. For news data,
Yang et al. [19] used the group-average clustering and single-
pass clustering to detect topics. Wang et al. [20] adopted a
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traditional agglomerative clustering method to cluster news
stories into topics. Due to the sparseness of the textual infor-
mation and the limited visual information, topic detection
for web video is a challenging task. Liu et al. [6] proposed
a bipartite graph reinforcement model to densify the sparse
textual information and reduce the noise. Several approaches
try to take advantage of heterogeneous features which are
extracted from the data in different modalities. Cao et al.
[7] first clustered video tags into groups to get events, and
then linked these events into topics based on textual and
visual similarity. However, topic detection for cross-media
data is more challenging, this is because the data from multi-
ple sources have different modalities and the characteristic of
the same feature modality varies among different sources. For
example, news articles contain rich textual information. Web
video is lack of textual information, but contains rich visual—
audio content. How to utilize the complementary informa-
tion between different sources is one of the key problems
for cross-media topic detection. Zhang et al. [16] proposed a
multi-graph fusing framework to cluster the data with differ-
ent modalities for topic detection. Latent Dirichlet allocation
(LDA) and near-duplicate keyframe (NDK) are used for mea-
suring the textual similarity and the visual similarity, and two
graphs are constructed based on the two similarities, respec-
tively. After fusing the two types of graph, a graph clustering
algorithm is conducted for detecting topics.

In recent years, co-clustering has attracted some
researchers and is proven to be superior to traditional one-side
clustering [21-23]. At first, some works are about homoge-
neous data co-clustering [22,23], then several co-clustering
approaches are proposed for heterogeneous data cluster-
ing. Shao et al. [24] developed a star-structured K-partite
Graph-based co-clustering framework for web video topic
discovery. Textual features, visual features and audio fea-
tures in videos are integrated for clustering through the K-
partite Graph. Some works [25,26] also co-clustered the
heterogeneous data based on graph theoretical. However,
most co-clustering methods are based on graph model and
require solving eigen-problem leading to high computational
cost. So they are inapplicable for large-scale datasets. Xu et
al. [11] have shown that NMF is more accurate and effi-
cient than spectral methods in document clustering, and co-
clustering via NMF has been proposed in [27]. Relational
multimanifold co-clustering (RMC) [28] is a recent unsu-
pervised heterogeneous data co-clustering method based on
matrix factorization. It learns a convex combination of some
predefined manifolds to maximally approach the desired
intrinsic manifold. Compared to unsupervised method, semi-
supervised learning can learn from both labeled and unla-
beled data, which makes it generate better clustering result.
Li et al. [29] learn a high-quality sentiment model using a
constrained co-clustering approach. The constraints enable
learning from partial supervision along both dimensions
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of the term-document matrix. Then an effective sentiment
model is built by appropriately constraining the factors using
prior knowledge. Some semi-supervised co-clustering meth-
ods based on matrix factorization for heterogeneous data
have been proposed in [30,31]. Semi-supervised NMF (SS-
NMF) [31] is a semi-supervised heterogeneous data co-
clustering approach which computes new relational matrices
by incorporating prior knowledge through distance metric
learning and modality selection.

Some efforts have been made to use queries as guidance
for topic detection, because they are an important clue for
what happened in the world. When some event happens,
users will search the related information about it through the
search engine. So queries can provide strong indication of the
events that users are interested in. Sun et al. [8] detected top-
ics in a user-oriented manner and proposed a query-guided
event detection method for news and blogs. However, it needs
a search engine to obtain relevant documents, and cannot
be applied to the specified dataset. Moreover, detecting top-
ics entirely based on queries cannot fully find topics due to
the following facts. The queries obtained from websites are
the most popular ones, which can only represent part of the
hottest topics concerned by users. Therefore, we cannot get
the corresponding queries for all topics. The queries are also
used to refine the topic detection results which are obtained
by tag group mining in [9]. But the topic detection relies
mainly on tag groups. The queries are only used for refining
the results of tag group detection which does not consider
detecting topics directly based on them. [32] is our previ-
ous work which uses hot queries to detect the topics directly,
and then the topics that are unrelated to queries are detected
by co-clustering. The method to obtain the prior knowledge
from queries is applied in this work.

3 SSC for cross-media topic detection

In this section, we first briefly introduce the co-clustering
approach viaNMFin Sect. 3.1. In Sect. 3.2, the proposed SSC
modelis described in detail. The correctness and convergence
of SSC are proved in appendix.

3.1 Co-clustering via NMF

Lee et al. [33] first proposed NMF for learning the parts of
object and then many clustering methods have been proposed
based on NMF [27,31,34]. Given a set of m-dimensional data
vectors X;, i € [1, n], they are placed in the rows of an n x m
matrix X = (x1,X2...,X,)7 € R™ To make it easily
understandable, we assume that X is a n x m document-term
matrix. NMF factorizes the input non-negative data matrix
Xinto two non-negative matrices,

X ~ FGT (1)
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where Fis an x k cluster indicator matrix, G is a m X k matrix
and k is the number of clusters, which is smaller than m and n.
Each row of F represents the degree that a document belong
to the cluster k, and the columns of G are the dictionary
elements or cluster centers learned by NMF. Although many
ways can be used to measure the difference between X and
FGT, the most commonly used measure is the Frobenius
norm [11,27,31]:

F(X,FG')=|X-FGT ”i - i i [Xpg—(FGT) 52
p=1g=1

@

where (-) p4 represents the element of the matrix in row p and
column g. The most popular algorithm for the NMF problem
is the multiplicative rules proposed by Lee et al. [33].

Ding et al. [27] provided a 3-factor NMF

X ~ FSGT (3)

which simultaneously cluster the row and column of data
matrix X. F and G are the cluster indicator matrices for
rows and columns of X, respectively, and matrix S reflects
the association between data clusters and feature clusters.
However, this model can only deal with homogeneous data
clustering. To cluster heterogeneous data, Chen et al. [31]
presented a semi-supervised co-clustering model based on
matrix tri-factorization. But they use metric learning to learn
a new matrix containing the guidance information making
this method not computationally efficient. In our case, we
use the guidance directly and obtain satisfactory results.

3.2 Problem formulation

Let C = {x1,x2,...,x,.} denote the central dataset and
each element in C is a sample from cross-media data (a news
article or a video). The i feature modalities are denoted by
Vi, Va, ..., Vysothateach set V; (1 <i < h) represents one
type of feature such as textual feature (terms) or visual feature
(NDK). The goal of co-clustering is to partition the dataset
C into k. clusters and divide each feature modality V; into
k; clusters simultaneously. Let R € R"<*" represent the
relation between the central dataset C and a feature modality
set V;(1 <i < h), where n; is the dimension of the feature
modality V; such as the total number of terms or NDKs. For
textual relational matrix RV, the p-th row of R is the
term frequency vector of data x,. Both news article and video
data are constructed in this way. Then, for visual relational
matrix R©% the p-th row of R? is constructed by:

R [ 1 if data p is a video and contains NDK ¢
pq =

0 else

So for news articles, the corresponding row of R is a zero
vector.

Then co-clustering for cross-media data can be achieved
by non-negative tri-factorization of RV as follows:

h

min 3[R RGO
F>0,8()>0,GO>0 i

“)

2
F

where F € R"*Xe shows the clustering results of the cross-
media data in C, G e RKi*" reflects the clustering results
of the features in V;, SO ¢ Rkexki jndicates the association
between the data clusters and the feature clusters of V; and
h = 2 represents using two relational matrices (textual and
visual).

To make use of the guidance information, most traditional
methods formulate the guidance information as pairwise con-
straints, but it is very complicated to construct constraints
using this formulation in our case. After query and data
matching, the data matched to the same query are considered
to belong to the same topic, so they are labeled to the same
category. Since the category of the labeled data is directly
presented, we can construct constraints directly and do not
need to convert them into pairwise ones.

We introduce label indicator matrix Y = (yi1,Y2,
...yn(_)T € R"*ke wherey; € {0, 1}**! is the label vector
of data x;, and Y is constructed as follows:

1 if data x; is labeled to the cluster j
YTl o else

To incorporate the prior knowledge Y into co-clustering, we
include an auxiliary constraint on F to make the clustering
results of the labeled data and the original label information
as close as possible. So the penalty term is given by

ne ke
ml;n z Upp Z Fpg — qu)2
p=1 gq=1
= min7r[(F Y)'UF - Y)] 5)

where U is a diagonal matrix and is defined as:

1 if data x, is labeled

Upp =
0 else

Then the SSC model is derived by including this penalty

term:
h

J= mn > HR(ci) _ Fs(i)G(i)’ :
F>0.80>0.60>0:= F
+aTr[(F = Y) UF - Y)] ©)

where @ € [0, +00) is the parameter that controls the
enforcement degree of the prior knowledge.

Through updating S, G and F iteratively, we could obtain
the solution of problem (6). The details of our algorithm are
provided in Algorithm 1. After factorization, the data x, is
assigned to the cluster k; if k; = arg max; Fp;.
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Algorithm 1. SSC for cross-media data co-clustering

INPUT: Relation matrices {R“’},__,;

Label indicator matrix 'Y

OUTPUT: Cluster indicator matrices F, {G"}__, and cluster association matrix {S”}_._, .

METHOD:

1. Randomly initialize F, {S“},_._,, {G"},., with non-negative values;

2. Repeat the following steps till convergence:

(a). Fixing F and {G"},_._,,update S foreach i(1<i<h) according to:

SV S

(FTR“”G“)T )
(i)

. ™)

rq

rd (FTFs(i)G(i)G(i)T )

rq

(b). Fixing {S”},_., and F,update G" foreach i(1<i<h).

(S(”TFTR“”)

0) 0)
G, <G

(c). Fixing {G"},_,., and {S"}_.,,update F.

Pq (8)

rq

(Z,};] ROGO'SO 4 aUY)

pq(—F

" (X1 FS6 6" s +aUF)

Pq (9)

Pq

4 Obtain the constraints in SSC

As mentioned in Sect. 1, the queries retained in the search
engine are used for guidance information for topic detection.
However, there are two problems in using the queries. First,
not all queries are related to topics [8]. For example, some of
them are website names and they should be removed (denois-
ing) before topic detection. Besides, as different queries may
relate to the same topic, these queries should be treated as one
(merging). Second, the queries have too little information to
find the related data because they are usually composed of
just a few terms.

To solve these two problems, we search a query
in the search engine to obtain relevant information to enrich
the query. The search results of each query are crawled
(denoted as background information or BI) and only textual
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information is used. Based on BI, we propose a query
preprocessing method which includes query denoising and
merging to obtain effective queries in Sect. 4.1. After that,
we conduct query and data matching to find the related data
for each query in Sect. 4.1.1.

4.1 Preprocessing

To preprocess the queries, we first remove the queries that
are not topic related and then merge the ones related to the
same topic.

4.1.1 Denoising

The i-th search result for query ¢ is denoted by a term
vector (tf-idf) d; and the BI of ¢q is represented by Bg =
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{di,d>,...,dn}. We find that the search results of topic-
related queries are similar with each other because most of
them are the related news, reports, blogs etc. But the search
results of topic-unrelated queries are not consistent with each
other. For example, the search results of a website name usu-
ally contain the hyperlinks of its different pages and the con-
tent of the search results differs a lot.

To measure the similarity between the search results in B,
the average cosine distance is used and defined as:

1
Aver Si = - E
verSim(q) "

di,deBq,i#j

cos(d;, d;) (10)

where n is the total number of calculations. Smaller Aver Sim
means the difference between search results is larger. So if
Aver Sim is smaller than a threshold (we set 0.65 in our case),
then ¢ could be treated as topic unrelated and removed.

4.1.2 Merging

If two queries are related to the same topic, they may con-
tain some same terms (a query usually consists of several
terms). Besides, their content of BI should similar with each
other. These are the two criteria that we use to merge similar
queries. The m-th term in query is denoted ast,,. Then the
term similarity between two queries g;, g; is given by:

Sim_Term(q;,q;) = Z tm/
Im€qiNg;

D (11)

1 €qiVq;

We can see that the greater similarity is, the more same terms
that the two queries contain.

The cosine distance is used for defining the BI similarity
between g; and g:

Sim_BI(qi,q;) = cos(Bqi, Bq,) (12)

where Bg; and Bg ;j are the average term vectors of all the
search result vectors in Bg; and Bg, respectively.
Then the total similarity between g;and ¢ is defined as:

Sim(qi.qj) = - Sim_BI(qi.q;)

+ A —=A)-Sim_Term(qi,q;) (13)
If the total similarity is greater than the threshold ¢4, then
the two queries are treated as one. We set L. = 0.6 and th =
0.45.
4.2 Matching with data

Since BI contains some related information of the query,
it can enrich and densify textual information for matching.

Since the cross-media data from different sources have dif-
ferent characteristics. For example, textual information in
news articles is abundant, but the videos only have some
limited user-supplied tags. It is difficult for matching query
with videos directly. So for videos, the similarity between
query g; and video v; is defined as:

Sim_QV(gi,v;) =0 -Sim_BIV(g;, vj)
+ (1 —=0)-Sim_Term(q;, vj) (14)

where Sim_T erm(-) is the term similarity between the query
terms and video tags defined by Eq. (11). Sim_BIV () is the
similarity between BI of query ¢; and the tags of v;, given
by:

Sim_BIV(gi,vj))= > TF—IDF(w) (15)

weBg;Nv;

We can see that even there are no common terms between
video tags and query terms, they can be matched as long as
the BI bridges them. Both Sim_BIV(-) and Sim_Term(-)
should be normalized to [0, 1] before summing in Eq. (14).
0 € [0, 1] is the parameter controls the weights of the two
terms and we set & = 0.5 in our case.

Cosine distance is used to measure the similarity between
query g; and news n;:

Sim_QN(gi,n;) = cos(Bg;,nj) (16)

where Bg; is same as in Eq. (12).

The video and news are assumed to be matched to the
query if the similarity score calculated by Egs. (14) and (16)
is larger than the threshold ¢/, and th3, respectively.

5 Event threading

A topic may contain several related events that happened at
different time slots. So the detected events by SSC in each
time slot may relate to the same topic and should be threaded
into topics. These events are both similar in textual content
and very close in time. We define the similarity between two
events e; and e; as follows:

Sim_event(e;, ej) = Sim_content (e;, e;)

x Sim_time(e;, e;) (17)

The textual information of each event is represented by
the average term vector of all the documents clustered into
this event. Cosine distance is used as content similarity
Sim_content (e;, ej) between two events.
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The time similarity is given by:

dt(el-,ej)
Sim_time(e;, ej) = e P (18)

[te)—t(ej)| if|tle)—t(e))| =T
0 else ’
t(e;) is the average time of documents in event ¢;. Based on
Eq. (17), the events will be threaded when the similarity is
greater than the threshold ths. We set T = 6, 8 = 0.4 and
ths = 0.47. Finally, the events threaded together are treated
as a topic.

where dt(e;, ej) =

6 Experiments

We conduct several experiments in this section to com-
pare the topic detection performance of our approach (SSC)
with some representative topic detection and co-clustering
approaches, including tag group (TG) method [9], MMG
[16], DPM [15], RMC [28] and SS-NMF [31]. TG and DPM
are proposed for single media topic detection and MMG is a
topic detection framework for cross-media data with different
modalities. RMC and SS-NMF are unsupervised and semi-
supervised co-clustering methods for heterogeneous data,
respectively.

To test the performance of our method for cross-media
topic detection, we construct a cross-media dataset YKSN.
On the basis of original YKS dataset constructed in [16],
we collected more data from the websites so that it contains
richer content and much more topics. YKSN contains 8,660
news articles and 6,912 web videos from 1 May to 31 May,
2012. The data are crawled from Youku [18] and Sina [17],
respectively. The 430 ground-truth topics of the dataset are
manually labeled by 4 assessors. Table 1 shows the compo-
sition of the two databases. Although the total number of
videos in YKSN is larger than that in YKS, only 13% of
videos are topic related, which brings greater challenge for
topic detection due to the higher proportion of noise. Con-
sidering most of the data are in Chinese, we use a natural
language processing (NLP) tool [35] to parse the content
first and then filter out the stop words. For visual features of
the videos, the NDKs are extracted by the method in [36].

Since Baidu is a major search engine in China, the daily hot
search queries [37] recorded by it are used in this experiment.

Table 1 The comparison between YKS and YKSN

It provides top-20 hottest queries everyday and we collect
these queries from the corresponding period of the dataset.
So a total of 620 queries are obtained. For each query, we
crawl the top 30 Baidu search results as its BI. Both the
queries and their BI are also parsed by the NLP tool [35]
before using.

To evaluate the results quantitatively, we use Precision,
Recall and F-Measure defined by Eq. (19, 20) to assess the
performance, which is the same as in [9,16]. The average
Precision, Recall and F-Measure of the top-20 topics ranked
by F-Measure are used for evaluation. Besides, the number
of detected topics [16] is also an important measure of the
performance if a cluster whose F-measure is bigger than 0.5,
then it is treated as a detected topic.

SpNS SpNS
P(Sp, S) = ISp N Sal R(Sp, Sg) = 150 N Sal
[Spl (Nel
(19)
2x P(Sp, S R(Sp, S
F(Sp. Sa) = x P(Sp, S¢) x R(Sp, Sc) 20)

P(Sp, S) + R(Sp, Sg)

where Sp is the dataset of a cluster, S is the dataset of the
best-matched ground-truth topic.

We found that the duration of an event is usually 1-2 days
in our dataset. The time slot should be larger than that value,
but not too large which will introduce more noise. So the time
slot is set to be a time span of 3 days and the 1-month dataset
is divided into 11 time slots. The cross-media data are first
divided by time, and then the event detection is conducted in
each time slot.

6.1 Topic detection for video data of YKSN

We first analyze the performance of our approach (SSC)
in detecting topics for the video data. We compare with
TG, MMG, DPM, SS-NMF and RMC on the video data of
YKSN. Besides, since the video data contain both textual
and visual features, detecting topics from them could also
verify the effectiveness of our method in integrating multi-
modal features. So we conduct another experiment (SSC-V)
which does not use the visual relational matrix by removing
|R€ — FS@G® | in the objective function (6). It should
be noted that when detecting topics from single-modality

News articles Web videos

Total number Topic-related number Ratio (%) Total number Topic-related number Ratio (%)
YKS 7,325 4,373 59.7 2,131 543 25.5
YKSN 8,660 4,481 51.7 6,912 898 13.0
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Fig. 3 The average performances of top-20 detected topics on video
data of YKSN

data, the formulation of SSC-V is similar to the method pro-
posed in [29] when only the constraints on document dimen-
sion is used.

For all approaches, the number of sample or feature clus-
ters is set to the 1/4 of the total number of data in each time
slot. The other parameters for each approach are: for SSC-V
and SSC: o = 100, thy = 0.19 and th; = 0.49; for TG:
0 =0.2, B = 0.05 and n = 0.43; for MMG: the parameters
are set to the same as they are in [16]; for DPM, the offline
topic detection model is used and the bursty score thresh-
old is set to be 0.1; for RMC, we construct eleven manifolds
containing one binary weighting graph, nine Gaussian graphs
and one cosine similarity graph, and the parameters are set to
the same as they are in [28]; for SS-NMF, we use the identical
prior knowledge as SSC.

The results are shown in Fig. 3 and through F-measure
we can see that the two semi-supervised methods SSC and
SSC-V outperform the unsupervised methods. By integrating
visual information, SSC achieves better results than SSC-
V which proves that our approach can effectively cluster
the video data using the information contained in different
modalities. SS-NMF projects the original data into a new
space by the learned distance metric and then co-clusters the
data in this new space. However, as the labeled data cover
only a small portion of topics, the learned space is only dis-
criminate for those labeled topics. For the other topics, the
new space maybe not as appropriate as the original space,
leading to unsatisfying co-clustering performance. The rest
four methods are all unsupervised ones. RMC achieves best
performance among them which demonstrates that the co-
clustering performance could be improved by multimani-
folds embedding. But its performance is not as good as that
of SSC-V and SSC because it cannot make use of the prior
knowledge. Although DPM is a good topic detection method
for single media such as news articles, its performance is
limited because it only use the single-modality feature. TG
detects topics by mining the dense tag groups and its preci-
sion is high, but it misses some data because the tag groups do
not contain enough tags to represent that topic for matching
with data. MMG, however, may be affected by the default
parameters and the performance is not so good.

uDPM RMC

0.988

1
0.974 0.977
0.98 0.972 o968
5.6 0.957
0944 0.941
0.94 556 0932 0.931
o 019

0.92 0.907, 0.907 -

0.9
0.88
0.86
0.84

Average Precision

BEMMG mSS-NMF mUSC mSSC

Average Recall Average F-measure

Fig. 4 The average performances of top-20 detected topics on total
data of YKSN

6.2 Topic detection for cross-media data of YKSN

We compare the performance of our method with topic detec-
tion and co-clustering methods on the total data of YKSN,
including SS-NMF, DPM, RMC, and MMG. Besides, to bet-
ter understand the help of the guidance information for cross-
media topic detection, we also conduct experiments in an
unsupervised way (USC) which does not use the guidance
information. The parameters are: for USC, we set « = 0
to make the guidance information useless for detecting; for
the other methods, the parameters are determined as same
as they are in Sect. 6.1. The average performances of top-20
detected topics are shown in Fig. 4.

From Fig. 4 we can see that SSC performs best among
all the methods, which demonstrates the effectiveness of
our approach for cross-media topic detection. Compared
with USC, SSC greatly improves the performance using the
guidance information. This indicates that SSC could effec-
tively integrate the guidance information into clustering and
improve the quality of clustering. RMC achieves the high-
est performance among all the unsupervised methods as they
are in video topic detection (Sect. 6.1). For the same rea-
son in video topic detection, the performance of DPM is not
satisfactory. Table 2 provides the comparison results of the
number of detected topics with these approaches. MMG only
detects the dense subgraph which greatly limits the number
of detected topics, so the number of the detected topics is
the smallest. Using the guidance information, SSC can eas-
ily detect the topics that are prior labeled, and obtains more
topics than USC. It is the same for SS-NMEF. Although its
F-measure is the lowest which indicates it does not have
good co-clustering results on the cross-media data, the prior
labeled topics are easily detected making it detect more topics
than DPM and MMG.

Table2 The comparison of the number of detected topics with different
methods

DPM RMC MMG SS-NMF USC SSC

Number of 179 196 141 187 198 230
detected topics
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Table 3 The comparison of the number of video-related topics in NV
and NT

NV NT

Number of video-related topics 63 78

We further analyze whether our NMF-based co-clustering
approach (without the guidance) could make the information
of cross-media data from different sources complement with
each other. If a detected topic contains at least one video that
belong to the topic, then this topic is video related. We first
conduct USC only on the video data of YKSN and count the
number of detected topics (NV) which are all video related.
Then, the number of video-related topics is also counted from
the detection results on total data of YKSN (NT), that is, the
number of video-related topics from all the topics detected
by USC (Table 2). Table 3 shows the comparison results. We
can see that more video-related topics are detected in total
data (NT) than in video data only (NV). Since videos are
lack of textual information, it is difficult to directly cluster
on these incomplete data. However, after adding some news
articles, the related videos will be clustered together because
the added textual information bridges them. This result shows
that our approach can make the information of multi-modal
data from different sources complement with each other.

6.3 Parameter analysis

There are some important parameters in SSC and we analyze
the influences of these parameters on the performance of
SSC in this section. o controls the enforcement degree of
the prior knowledge. Figure 5 shows the influence of o on
the average Precision, Recall and F-measure of top-20 topics
detected by SSC on YKSN. We can see that when « is small,
the constraints in SSC will disturb the clustering in certain
degree. When « is bigger, the constraints start to guide the
clustering and the performance becomes better. However,

—+—Precision -m-Recall F-measure
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Fig. 5 Theinfluence of @ on the average performance of SSC on YKSN
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Fig. 6 The influence of different t4, and th3 on the average perfor-
mance of SSC on YKSN

when «is larger than 100, the performance begins to degrade.
So we choose a = 100 in our experiments.

When the queries match with the data, thy and th3 are
the parameters that control the threshold of matching so that
they can control the number and accuracy of the guidance
information. The higher of these thresholds, the accuracy of
matched data will be increased but the number is reduced.
We now analyze how the different 14, and th3 influence the
performance of SSC on YKSN. Table 4 shows the number
of the matched data (guidance information) under different
thy and ths.

To analyze how the guidance information influences the
total performance of topic detection, we use the average
detection performance top-80 detected topics, but not top-20.
Figure 6 shows the average performance of top-80 detected
topics by SSC with the values of t/, and ¢th3 shown in Table
4. For better illustration, we use the number of matched data
as the horizontal axis. From Fig. 6 we can see that when the
values of thy and thzare high, the data matched with query,
which is used for guidance, is accurate, but its quantity is
small. When the values of th,and th3become lower in a cer-
tain extent, we can obtain more guidance information while
ensuring the accuracy. So we can see that the performance
is becoming better and better. However, when the value of
thy and thjy continues to decrease, the number of inaccurate
guidance increases which influences the performance seri-
ously. So the proper values of thyand th3 should be neither
too high nor too low. The total performance achieves best at
thy = 0.19, thz = 0.49 which provides both accurate and
rich guidance information.

7 Conclusion

In this paper, we propose a novel cross-media topic detection
approach which is based on semi-supervised co-clustering.
Our approach can detect topics from cross-media data with
different modalities from multiple sources. To mining topics
contained in the data sufficiently, we also use some side infor-
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Table 4 The different values of th, and th3 and the corresponding number of the matched data

thy 0.46 0.43 0.4 0.25 0.25 0.19 0.13 0.13 0.1
thy 0.86 0.83 0.8 0.65 0.55 0.49 0.53 0.43 0.4
Number 670 790 928 2,045 2,542 3,135 3,786 4,291 5,202
mation to guide the detection. Experiments demonstrate the 31({ — _FTREGH" + WFTFSOGOGH" — Ag =0,
superior performance of our approach for cross-media topic asS®

detection. In our future work, we will find some new auxil- 3?}1(}) — _78W pTRD + 2§ TR GH _ Agi = 0.

iary information to help topic detection such as hyperlinks
between the cross-media data. Besides, we will also improve
our approach by selecting the parameters automatically and
SO on.
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Appendix

The proof of the correctness and convergence of Algorithm
1 is given in this section.

Correctness of the algorithm

We first prove the correctness of Algorithml and have the
following theorem.

Theorem 1 If the update rule of F, {SV}<i<y and
{G(i)}liifh in Algorithm 1 converges, then the final solu-
tion satisfies the KKT condition.

Proof Following the standard theory of constrained opti-
mization, we introduce the Lagrangian multipliers A 7, Agi
and A and minimize the Lagrangian function

L(F, SV, GV, ar, Agi, ..oy Agh, Agl, ..., )

h
. . 12
= HR(C‘)—FS(‘)G(‘) +aTr[(F-Y) UE-Y)]
i=1

h
—Tr(gF) = > [Tr(xs,-s@) + Tr(xGl-G“))] 1)

i=1
The zero gradient condition gives

h
L T
=23 (ROGO'SV" 1 auy)
i=1
+2 (Z FSOGOGH 80 + aUF) — Ay =0,

i=1

From the complementary slackness condition, we obtain

h
A py = {— > ROGV SV 1 qUY)
i=1
d N oG NN
+> FSVGHIGH s +aUF:| Fy =0
Pq

i=1

(22)
rsiSy = (~FTROGH" 4 FTFsﬁ)G(i)G(i)T)M
x 81 =0 (23)
76y = (~SYTFTRE 4 S(i)TFTFS(i>S(i)G(i))M
xGY) =0 (24)

Equations (22), (23) and (24) are the fixed point equations
that the solution must satisfy at convergence. It is obvious
that the limiting solutions of the update rules of (7), (8) and
(9) satisfy these fixed point equations. For example, we have
sH® — g

(7) becomes

= SO" at convergence, so the update rule of

0 _ g EROG)
500 =501 GrEs OGO
prq
then we obtain
T . T T . . T .
(—F'RYGY +F'FSYGYGY),,80) =0

whichis identical to Eq. (23). Similarly, we can see the update
rule of (8) and (9) is identical to Eqs. (24) and (22), respec-
tively. So the solution satisfies the KKT condition at conver-
gence. The proof is completed. O

Convergence of the algorithm
We now prove the convergence of the algorithm. First, we

assume that {S®};<;<;, and {G}, ;< are fixed matrices,
then the objective function (6) can be written as
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h
min Jy(F) = Tr | =2 ( Z REGH g0 4 aUY) F’
F>0 0
h
+> 1rE FSOGOGH sV
i=1

+aTr(FTUF)
where we ignore the constant RE' R and YT UY.

Theorem 2 The objective function Ji(F) is monotonically
nonincreasing under the update rule (9).

To prove Theorem 2, we will make use of auxiliary function
approach in [37]. We first introduce the definition of auxiliary
Sfunction.

Definition 1 Z(H, H ) is an auxiliary function for X (H) if
the conditions

Z(H,H) > X(H), Z(H,H)=X(H) (25)

are satisfied.

Lemma 1 IfZ is an auxiliary, then X is nonincreasing under
the update

H'"' = argmin Z(H, H") (26)
H

Proof X(H") = Z(H', H") > Z(H'*', H") > X(H'™).
The proof is completed. O

So the key is to find an appropriate auxiliary function
Z(F,F) of J1(F).

Proof of Theorem 2 Now we show that

h
Z(Ft+1 , Ft) N Z 2 (Z R(Ci)G(i)T S(i)T + aUY) F;zl
pa \i=l vq

h : : ST T
(Fts(l)G(l)G(l) S® )pq(Fthl)z

2.2

t
i=1 pq Foa
(UFt)pq (Ft+l)2
+> — 7)
rq rq

is an auxiliary function of J; (F't1). First, it is obvious that
the equality J;(F') = Z(F', F") holds. Then the inequal-
ity Z(F! FY > J;(F*1) holds because: the first term in
Ji(F1y and Z(F™! FY) is equal, and the second and third
term in Z(F™!, F!) is always bigger than in J; (F+1) [27].

According to Eq. (26), we find the minimum of Z (F'*!,Ft)
fixing F'. The minimum is obtained by

@ Springer

t+1 ot h
8qu i=1 prq

(FISOGHGH s )quth;
Fhg

i=1
(UFY qu;qu

t
FP‘I

then we can get the update rule (9) by solving F'*!:

G RGOSV 4 aUY),,
re TP s prsOGHGH SO 4 o UFY)

So under this update rule, function J;(F) is monotonically
nonincreasing. The proof is completed. O

So far we assume {S(i)}lsiih and {G(i)}lgsh are fixed
matrices. Alternatively, we can also fix F and {G(i)} I<i<h
or F and {S(i)}lf,-sh, and the proof for convergence of the
update rules of (7) and (8) is similar.
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