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Abstract With the fast explosive rate of the amount of

image data on the Internet, how to efficiently utilize them in

the cross-media scenario becomes an urgent problem. Images

are usually accompanied with contextual textual information.

These two heterogeneous modalities are mutually reinforcing

to make the Internet content more informative. In most cases,

visual information can be regarded as an enhanced content of

the textual document. To make image-to-image similarity

being more consistent with document-to-document similarity,

this paper proposes a method to learn image similarities

according to the relations of the accompanied textual docu-

ments. More specifically, instead of using the static quanti-

tative relations, rank-based learning procedure by employing

structural SVM is adopted in this paper, and the ranking

structure is established by comparing the relative relations of

textual information. The learning results are in more accor-

dance with the human’s recognition. The proposed method in

this paper can be used not only for the image-to-image

retrieval, but also for cross-modality multimedia, where a

query expansion framework is proposed to get more satis-

factory results. Extensive experimental evaluations on large

scale Internet dataset validate the performance of the proposed

methods.

Keywords Image similarity learning � Structural SVM �
Cross-media retrieval � Query expansion

1 Introduction

There exist big amounts of data in the Internet with multiple

modalities. From the beginning of the Internet, textual data

always acts as the main information communication type

among all the modalities. Recently, with the fast develop-

ment of capturing devices, storage abilities, web facilities,

and displaying equipments, Internet image data are growing

as an explosive rate, and are playing more and more

important roles in the Internet. Besides the specific image/

video/audio/flash sharing websites such as Youtube, Flickr,

etc., the more widely existed web pages in the Internet are

news, blogs, reports, twitters, comments, etc. Among these

web pages, image data usually co-occurs with the textual

documents. For example, in the news website of CNN, BBC,

FoxNews, etc., it is difficult to find a webpage without con-

textual images. Figure 1 illustrates some examples of web

pages containing image. Compared with the complex and

lengthy text document, images are more vivid and intuitive;

and users are more intent to include image data to make the

webpage more informative and readability. On one hand,

visual information can be regarded as an enhanced content of

the textual document; on the other hand, images can bring

some information that could not be delivered by the textual

data. As the two main types of media modalities in the

Internet, image and text data contained in the web pages

bring abundant information to the users. In order to better

utilize Internet multimedia data and satisfy users’ diverse

application requirements, we need to establish effective

techniques to process images contained in the web pages and

to analyze the coherence relations of image and text data.
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Internet image analysis methods can be categorized into

the following classes: (1) only relying on textual infor-

mation without using any visual computing. This is a tra-

ditional method and is widely used in many real

applications due to its simplicity. However, textual infor-

mation does not equal to the visual information, so the

analysis results may be biased. (2) Directly computing the

visual content. This kind of method has been intensively

investigated in the research community [1–7], which has

two limitations in the Internet scenarios: the first is the

semantic gap between digital signals and semantic under-

standing for images; the second is the lack of the cooper-

ation with the other information in the web pages,

especially the textual documents. (3) Using tag information

to improve the image understanding abilities [8–12]. The

large number of available image tags facilitates this

research topic. The disadvantages are on two folds. The

first is the widely existed noisy tags and the second is that

several simple tags usually could not cover the messages

delivered by the images. (4) Integrating other contextual

information to visual computing [13–16]. This kind of

method is relatively reasonable compared with the afore-

mentioned methods. The challenge is how to take the full

potential of the available information to fulfill the Internet

multimedia application tasks. Furthermore, the function-

ality of image data in the Internet web pages has not been

paid much research attentions. Based on the image func-

tions, the relationship of images with other modalities

should be clearly analyzed. In this procedure, the similar-

ities of images play an important role for Internet multi-

media computing [17–21].

Image similarity is a complex problem, and it has

multiple aspects as shown in Fig. 2. Some images are

visually similar; some images contain the same concept,

and some images are related with the same topic although

they are not visually and semantically similar at all.

Moreover, different similar image pairs may have different

similarity extent. It is an interesting problem of how to

appropriately establish the computing methods on image

similarities. Traditional image similarity modeling tech-

niques are based on the mathematical computing or dis-

tance metric learning. However, it has been found that

image similarities do not follow the exact mathematical

distance metric conditions. A direct example is that image

similarity does not have the property of similarity transi-

tivity; image I1 is similar with image I2, and image I2 is

similar with image I3, however, image I1 and I3 may not be

similar at all. On the other hand, it has been well recog-

nized in the research community that learning based sim-

ilarity computing methods are superior to the non-learning

based methods for the following reasons: (1) un-supervised

learning based methods have a better sample organization;

(2) supervised learning based methods are more semanti-

cally discriminative; (3) both supervised and un-supervised

learning methods are more separable based on the training

samples. Most of the image similarity learning methods is

based on image labels or image classes. Due to polysemous

property of images, label-based similarity learning may

have the following limitations: (1) it is single sided, as the

learning procedure only considers the image labels, and

other semantic information contained in the images are

overlooked; (2) it is usually used for general applications;

however, different application scenarios may focus on

different semantic explanation; (3) it is inclined to over fit

to the training samples due to the limited number of

available data. Other image similarity learning methods

consider other contextual information, such as tag based

[17, 22], hierarchical based [21, 23], etc. Image similarity

learning without using the image labels has not been much

investigated. More comprehensive and subjective learning

Fig. 1 Web pages containing both image data and textual documents
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methods are desired to fulfill various application require-

ments on the Internet multimedia data.

To process and understand Internet multimedia infor-

mation, first we need to analyze the structure of the mul-

timedia content, and the functionality of different

component, as well as their inter-relationships. This paper

works on the image similarities in the Internet web pages,

as most of the images exist in the web pages and images

are co-occurred in the Internet. In most cases, due to the

variant characteristics of web images and texts, images

usually function as the supplementary materials of textual

documents. When users access a webpage, they usually

have a rough idea of textual information, then watch the

images to acquire the more detailed and vivid information.

For example, in an web page P1 containing textual docu-

ment D1 and image I1, P2 containing textual document D2

and image I2, if P1 and P2 are describing the same topic or

similar information, D1 and D2 should contain similar

keyword to show they describe the same content, and I1

and I2 can be visually similar, semantically similar or topic

similar, as illustrated in Fig. 2.

In this paper, we propose a method to learn image

similarities by considering the relations of the accompanied

textual documents, which take regard of the fact that

images are usually accompanied with contextual textual

information. These two heterogeneous modalities are

mutually reinforcing to make the Internet content more

informative, and in most cases, visual information can be

regarded as an enhanced content of the textual document.

Based on these observations, this work uses the relation of

text-to-text similarity as the learning evidence to guide

image-to-image similarity learning. However, the quanti-

tative value of textual document similarity is not reliable

enough to indicate the accompanied image similarities due

to the heterogeneous characteristic properties of the two

modalities. To make image-to-image similarity being more

appropriately consistent with document-to-document sim-

ilarity, rank-based learning procedure is adopted by

employing the method of structural SVM [24, 25], which

applies the relative ranking sequence of the samples to get

the large margins of the training points. In this work, the

ranking structure is established by comparing the relative

relations of textual information based on the bag-of-word

descriptor. Compared with the label-based and quantitative

ground truth-based learning method, the learning results

are in more accordance with the human’s recognition on

web pages and experimental evaluations validate this. The

proposed method in this paper can be used not only for the

image-to-image retrieval, but also for cross-modality

multimedia retrieval. Here, we propose a method of cross-

media query expansion to make the retrieval results more

satisfactory, which not only considers the cross-modality

similarities relations, but also take regards of the important

factors of the top-ranked results. The contributions of this

paper can be summarized as follows:

1. A new Internet image similarity learning method is

proposed by considering the relative relations of the

contextual textual documents;

2. The method of ranking-based large margin metric

learning method is used to more appropriately model

the Internet image similarities in the Internet web

pages;

3. A cross-media query expansion method is proposed to

more satisfactorily achieve the cross-media retrieval

based on the similarity learning results.

The rest of the paper is structured as follows. In Sect. 2,

we review the related works and present the overview of

the proposed method. In Sect. 3, we describe the relative

image similarity learning method. In Sect. 4, the cross-

media retrieval based on query expansion is introduced.

We report the evaluation results in Sect. 5 and conclude

this paper with future work in Sect. 6.

2 Related work

As Internet image data are growing rapidly, many image

annotation methods for Internet images were proposed in

recent years. Wang et al. [26] first searched for similar

images from the web by mining representative and com-

mon descriptions from the surrounding descriptions of

similar images as the annotation for the query image. In

[9], the authors propose a novel kNN-sparse graph-based

Fig. 2 Some examples of similar images. a, b are visually similar images where a is an illustration of partially object similar and b is globally

similar on color, c is an example of concept similar and d is an example of two images with similar topic: ‘‘tennis’’
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semi-supervised learning approach for simultaneously

harnessing the labeled and unlabeled data, which exploits

the problem of annotating a large-scale image corpus by

label propagation over noisily tagged web images. Har-

chaoui et al. [27] introduce a new scalable learning algo-

rithm for large-scale multi-class image classification, based

on the multinomial logistic loss and the trace-norm regu-

larization penalty. Using stochastic gradient descent opti-

mization, the work in [28] can scale the learning to millions

of images and thousands of classes.

Image tagging is widely used in Internet image sharing

website as users are relatively easy to generate, manage

and search web images through tags. In [17], the authors

establish a large-scale automated photo tagging method by

exploring the social images and present a retrieval-based

approach for automated photo tagging. Wu et al. [22]

propose a machine learning framework for mining social

images and investigate its application to automated image

tagging. We can use image tagging information to improve

the image understanding abilities as in [18], in which they

propose a novel multi-task multi-feature metric learning

method which models the information sharing mechanism

among different learning tasks. And their method is capa-

ble of simultaneous learning with semantic information and

social tagging based on the multi-task learning framework,

thus they both benefit from the information provided by

each other.

Social images always contain tags and other textual

descriptions, so cross-media retrieval methods are useful to

improve image understandings. Zhang et al. [29] present

the idea of semantic propagation based on relevance

feedback and cross-modality query expansion that

improves the retrieval performances when a query is ini-

tialized either with a keyword or an example image. The

authors in [30] propose a cross-modality model, which

does not require all of the training data to be pairs of

corresponding image and text. As a result, their model can

exploit the availability of only a few image-text pairs,

together with image–image and text–text similarities, to

learn the intrinsic relationships between images and text.

Image similarity learning methods become more and

more comprehensive, which contain not only image visual

similarity but also semantic similarity. Hwang et al. [21]

learn a corresponding tree of metrics (ToM) with disjoint

visual features using a hierarchical taxonomy that captures

semantic similarity between the objects. They combine the

idea of ToM and disjoint sparsity together as a new strategy

for visual feature learning. Verma et al. [23] propose a

novel framework to learn similarity metrics using the class

taxonomy, and their metrics can also help determine the

correct placement of a new category that was not part of

the original taxonomy.

2.1 Our approach

Different with the above related works, this paper presents

a method to learn a distance metric to compute image

similarities under Internet environments, where images are

usually contained in the web pages with textual documents.

The similarity learning method is based on the ground truth

of ranking sequence instead of category labels. Given an

input image sample, its ranking structure is used as the

characteristics for learning. In this paper, we adopt the

comparisons of textual documents as the ranking sequences

which are more reliable and can well reflect the similarity

of web pages. Thus, the similarities of images in the web

pages are adjusted to be more suitable for the Internet

cross-media applications. Structural SVM is used in the

similarity learning where the single slack formulation is

adopted. Based on the learned metrics, a cross-media query

expansion method is proposed to find more relevant web

pages according to the input image with the top returned

results. This method reduces the influence of the differ-

ences of input and output and establishes a solution to

measure the similarity of the two modalities. Figure 3

illustrates the framework of this method.

3 Relative image similarity learning based on textual

relations

In this section, we first describe the basic idea of similarity

learning, then introduce the rank-based metric learning

method [25] based on structural SVM [24]. After that,

ranking structure of textual document is introduced. At the

end, we describe the learning procedure in this work.

3.1 Image similarity learning

The solutions of image similarity learning (ISL) are usually

based on the mahalanobis metric, which computes the

dissimilarity extent of two samples in the input data space.

The goal of ISL is to preserve the distance relations of

training data. For two sample points Ii 2 R
d, Ij 2 R

d, the

learned manhalanobis distance metric dMðIi; IjÞ is usually

to learn a positive semi-definite covariance matrix M 2
R

d�d in the form:

dMðIi; IjÞ ¼ Ii � Ij

�
�

�
�

M
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðIi � IjÞT MðIi � IjÞ
q

: ð1Þ

This can be regarded as a linear projection of the

samples, which transforms the sample space into another

Euclidean space to make the similarity computing results

more satisfying according to the provided training samples,

and Eq. (1) can be rewritten as:
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dMðIi; IjÞ ¼ Ii � Ij

�
�

�
�

M
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðWIi �WIjÞTðWIi �WIjÞ;
q

M ¼ WT W : ð2Þ

In the literature, most of the learning methods are based

on the category-based training sample such as LMNN [31],

NCA [32], where samples in the same category should be

near and those in different categories should be far.

However, in the real conditions, image similarity is far

more complex than the simple semantic categorizations.

An image contains many semantic explanations, and

different semantic concepts may have different

importance in one image. In some cases, images in the

same category may not as similar as images from different

categories. Moreover, in the Internet images, the similarity

of two images relies on the contextual constraints. Two

images both containing the same context may belong to

two different web pages which describe totally different

topics. In image similarity learning, the idea of relative

relations can be adopted, and the contextual information

around the images can be of much helpful to obtain a more

reliable similarity measure for Internet applications.

3.2 Rank-based metric learning

In the machine learning community, distance metric

learning methods based on relative relations can be cate-

gorized into two types. The first type is based on pair-wise

relations, such as [33–35], and the second is based on the

sequential ranking-based structures, such as [25, 36]. In

this work, we adopt the ranking-based learning strategy as

it is more suitable for the retrieval tasks as well as for the

Internet applications with multiple modalities.

To learn a mahalanobis distance metric, the samples are

usually in the form X ¼ fS1; S2; . . .; Sng ¼ fða1; b1Þ; ða2;

b2Þ; . . .ðan; bnÞg. For each sample Si, ai is the description of

the sample, bi is the response variables of ai, usually bi is a

class name or the sample labels. Based on the given

training samples with given response, various training

solutions can be established to obtain the mahalanobis

matrix. Ranking-based similarity learning assumes the

output response bi as the ranking sequence of ai with

descending similarities:

bi ¼ fai 1; ai 2; . . .; ai mg ai 1 6¼ ai

80\x\y�m simðai; ai xÞ� simðai; ai yÞ: ð3Þ

Rank-based metric learning method [25] uses structural

SVM [24, 37], whose output b can be structure such as

ranking sequence, trees, or graphs. The goal of structural

SVM is to solve the optimization problem in a similar way

as classical SVM [37].

3.3 Classical SVM (bi is class label of ai)

min
w;ni � 0

1

2
wT wþ C

n

Xn

i¼1

ni

s:t: 8i 2 f1; . . .; ng : biðwTaiÞ� 1� ni

ð4Þ

where w is the normal vector to the hyperplane, ni is the

slack variables for the soft margin, and C [ 0 is a

constant to balance the loss function and margin

maximization.

3.4 Structural SVM (bi is ranking sequence of ai)

min
w;ni � 0

1

2
wT wþ C

n

Xn

i¼1

ni

s:t: 8b�1 2 B : wT ½wða1; b1Þ � wða1; b
�
1Þ� �Dðb1; b

�
1Þ � n1

. . .

s:t: 8b�n 2 B : wT ½wðan; bnÞ � wðan; b
�
nÞ� �Dðbn; b

�
nÞ � nn:

ð5Þ

Here we use the optimization problem with the margin-

rescaling instead of slack rescaling [24, 37] because this

can generate approximate results based on the subset

selection procedure of the output samples. B is the output

structural space, wða; bÞ is a feature map vector to char-

acterize the relationship of input a and output structure b.

The loss function Dðbi; b
�
i Þ : B� B! R quantifies the loss

between the prediction b�i and the true output value bi,

Fig. 3 Illustration of the

proposed method
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which satisfies: Dðbi; b
�
i Þ ¼ 0 if bi ¼ b�i , and Dðbi; b

�
i Þ[ 0

if bi 6¼ b�i .

Learning large margins from structural output responses

can be regarded as a generalization of multiclass SVM

[38]. Instead of separating multiclass problem into several

binary classification problems, multiclass SVM uses one

optimization procedure. The difference of structural SVM

and multiclass SVM is the output generalized from labels

to sequential or tree structures, which is mechanically more

suitable for the retrieval tasks. That is the reason why this

work adopts structural-based learning method to charac-

terize the distance relation of Internet images. As there are

a very large number of output sets in structural SVM, the

algorithm needs to deal with a lot of margin inequalities as

shown in Eq. (5). This may lead to current optimization

solutions computationally intractable in implementation.

To solve this problem, two kinds of methods can be con-

sidered [37]. The first one is to reformulate the problem to

a polynomial format. The second is to choose a polyno-

mial-sized output subset from the original problem, which

can be efficiently established based on a cutting plane

model to optimize the discriminative function weight

wwithin prescribed tolerance [24, 37].

In the rank-based metric learning method, the goal is to

learn an optimal metric M-based on the training samples

X ¼ fða1; b1Þ; ða2; b2Þ; . . .ðan;bnÞg, where ai is the input

query and bi is the possible rankings for ai. Based on the

maximum margin method of structural SVM, the metric M

can be obtained by implementing the optimization procedure.

3.5 Ranking-based metric learning

min
w;n� 0

trðMÞ þ Cn

s:t:
1

n

Xn

i¼1

M;wðai; b
�
i Þ � wðai; biÞ

� �

F
� 1

n

Xn

i¼1

Dðb�i ;biÞ � n

ð6Þ

In this formulation the normal vector to the hyperplane is

changed to the metric M, and this transforms the classifi-

cation problem to the distance metric learning problem. On

the other hand, the use of trðMÞ instead of 1
2

trðMT MÞ is to

generate sparse results [25]. The metric learning algorithm

uses the ‘‘1-slack formulation’’ with a single n analogous to

the ‘‘multi-slack’’ to computing efficiency with cutting

plane methods [37].

3.6 Ranking structure of textual document

Suppose we have a set of web pages Z¼ fP1;P2; . . .;Png.
For each web page Pi, it contains both textual document

Di and image Ii. For simplicity, we assume Wi only has

one document and one image. In the following descrip-

tion, it could be observed that it can be processed in a similar

way for multiple cases. We denote the document set in Z as

T ¼ fD1;D2; . . .;Dng and image set as I ¼ fI1; I2; . . .; Ing.
For each document Di, its feature can be represented as

FeaðDiÞ, then the similarity of two textual documents Di and

Dj can be computed as simðDi;DjÞ. Thus, given a document

query Di, the similarity ranking order of Di is roðDiÞ ¼
fDi 1;Di 2; . . .;Di mg, m� n� 1, which satisfies:

80\x\y�m simðDi;Di xÞ� simðDi;Di yÞ: ð7Þ

Based on these settings, the notations in rank-based

learning are changed as follows and we can derive the

image similarities by the structural-based distance metric

learning method [25].

X ¼ fS1;S2; . . .;Sng ¼ fða1;b1Þ; ða2;b2Þ; . . .ðan;bnÞg

! fðI1;b1Þ; ðI2;b2Þ; . . .ðIn;bnÞg

¼ fðI1; roðD1ÞÞ; ðI2; roðD2ÞÞ; . . .ðIn; roðDnÞÞg ð8Þ

3.7 The learning procedure

From Eqs. (6) and (8), the optimization problem can be

written as:

min
w;n� 0

trðMÞ þ Cn

s:t:
1

n

Xn

i¼1

M;wðIi; roðD�i ÞÞ � wðIi; roðDiÞÞ
� �

F

� 1

n

Xn

i¼1

DðroðD�i Þ;roðDiÞÞ � n ð9Þ

To solve this problem, we need to decide the settings of

the feature map w, the loss function D and the cutting plane

solutions [25]. For the feature map w, the widely used

partial order feature is adopted as in [25, 39–41], which is

defined in Eq. (10) and can be explained as the summation

of the feature differences of relevant and non-relevance

image pairs.

wpoðI; roðDÞÞ¼ 1

CþI
�
�

�
� � C�I
�
�

�
�

X

I
0 2Cþ

I

X

I
00 2C�I

relðI 0 ; I 00 Þð/ðI; I 0 Þ

� /ðI; I 00 ÞÞ ð10Þ

where CþI
�
�

�
� and CþI

�
�

�
� represent the relevant and non-

relevant images for the query I, respectively, /ðI1; I2Þ is the

relations of image I1 and I2, which is used as the inverse

Euclidian distance: /ðI1; I2Þ ¼ � I1 � I2k k2
to follow the

ordering relations of relðI1; I2Þ, which is defined as:

650 S. Jiang et al.

123



relðI1; I2Þ ¼
þ1; the partial order places I1 before I2 in roðDÞ
�1; the partial order places I1 after I2 in roðDÞ

(

:

ð11Þ

The separation oracle approach [25, 37] is used for the

cutting plane solutions to find the structure roðDÞ with

most violated margin constraint (Eq. (12)), which changes

from multi-slack to the 1-slack formulation as discussed

earlier. The goal of this kind of operation is to find the most

suitable structures from numerous candidates in the

distance metric learning procedure.

roðDÞ  arg maxfDðroðDiÞ; roðDÞÞ
� W ;wpoðIi; roðDiÞÞ � wpoðIi; roðDÞÞ
� �

F
g

¼ arg maxfDðroðDiÞ; roðDÞÞ
� W ;wpoðIi; roðDÞ
� �

F
g ð12Þ

Another important issue is the determination of the ranking

loss function, which allows the learning algorithms to

incorporate specific performance measures including mean

average precision (MAP), precision-at-k, AUC area, mean

reciprocal rank (MRR), normalized discounted cumulative

gain (NDCG), etc. [25, 39–41]. In Internet search appli-

cations, users are most interested in the first few returned

results, and they more care about the relatedness of these

results. The percentage of the relevant items among the

first returned results reflects the quality of the search

engine. The localized evaluation measure of precision-at-k

can directly satisfy this, where k is the top returned results.

In this work, we use precision-at-k as the ranking measures

to compute the loss function of DðroðDiÞ; roðDÞÞ in

learning the distance metric.In the optimization procedure,

the learning algorithm alternatively optimizes the metric M

and the ranking constraint set of the ranking structure. The

algorithm will stop when there is no constraint violating a

prescribed tolerance.

4 Cross-media retrieval based on query expansion

Query expansion has been widely used in textual information

retrieval. The idea is to expand the search query besides the

original one to find more relevant documents. If the input

query is clear and specific enough to describe the user’s

required information, the retrieval system would be more

likely to return satisfactory results. However, in real appli-

cations, the input queries are always ambiguous, which may

lead to error and omission results. In the scenario of Internet

cross-media retrieval, whose task is to input the query with

one modality, returning results may be obtained with other

modalities. The most common input is textual information,

which can more clearly show the intention of the users.

However, if the query is other modalities such as image, or

audio, the ambiguity information may lead to unsatisfactory

results using simple retrieve model. The strategy of query

expansion can enhance the underrepresented aspects in the

original query, so the query ambiguity can be alleviated to

some extent in this way. Thus, the method of cross-media

query expansion could be an effective solution to bridge the

modality gaps and intention gaps in the Internet multimedia

retrieval applications.

In this paper, we propose a method of cross-media

retrieval based on the image similarity learning results. As

the textual input is common in the current search services,

in this task, we consider the input as image data and the

outputs can be web pages or textual documents. Given an

input image query I, we want to retrieve a sequence of

relevant web pages fP1;P2; . . .;Pkgwhich are ranked with

similarity descending order. Each web page at least con-

tains one textual document and may possibly contain

images, which is the usual appearance in most of the

website. One important issue in cross-media retrieval is to

derive the similarities among different modalities, for

example the similarity of an image I and web page P:

simðI;PÞ or the similarity of an image I and a textual

document D: simðI;DÞ. There are two kinds of cross-media

similarity computing method. One is the transitive way,

and the other is the direct way. The transitive way assumes

all the web pages contain both text and image, so the

similarity of two images can be transferred to the similarity

of image and webpage (text document). The direct way

needs to obtain a direct computing method to measure the

similarity of two modalities. This way does not need the

strict requirement of web pages both containing text and

image. However, this kind of solution involves with

sophisticated issues of how to map the two modalities of

information into one metric space, so its reliability needs

further being validated. In this work, the cross-media

retrieval is realized through the strategy of query expan-

sion. In this way, the cross-media similarity is performed in

the transitive way, and this method does not need the strict

requirement of the web page as described before.

In the cross-media retrieval based on the query expan-

sion, the input is image Iq, and the web page dataset

Z ¼ fP1;P2; . . .;Png. The goal is to find the web pages

fPo�1;Po�2; . . .;Po�kg that are similar with the Iq in the

descending order. For the web page dataset Z, there exists

an image set IZ, which satisfies: 8I 2 IZ, 9P 2 Z, image

Ibelongs to the web page P. All the web pages containing

images in IZ is represented as Zimg, Z img 2 Z. We denote

simðIq; IÞ as the similarity of two images. By following the

similarity transitive way, we denote simðIq;PÞ ¼
simðIq;DÞ ¼ simðIq; IÞ, where D is the textual document

that co-occurs with the image I in P. First, we compute the
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similarities of Iq with the images in IZ based on the simi-

larity learning method described above.

simðIq; IÞ ¼ 1� logðdMðIq; IÞÞ ð13Þ

where M is the learned metric, and the log function is used

to normalize the similarity computing. By following the

transitive cross-media computing way, the image-to-image

similarity can be transferred to the image to web page

similarity of Z img. The algorithm selects top k1 images in IZ

that are most similar with Iq, k1\n. Then there are k1web

pages in Z img that are most similar with Iq, represented as

Z
img
k1 . The textual documents in the k1 web pages are

represented as T
img
k1 , and we use these textual documents in

T
img
k1 as the input queries to extract more relevant web pages.

Given a document ~D 2 T
img
k1 , compute the similarities of ~D

with the document in T, which satisfies 8D0 2 T, 9P0 2 Z, D0

is a document in web page P0, thus T
img
k1 2 T. The similarity of

~D and D0 (simð~D;D0Þ) can be computed in the way of the

textual document similarity computing. In this work, we

adopt the bag of word representation model and L2 distance

norm to compute similarities. Suppose simðIq; ~DÞ ¼ l1,

simð~D;D0Þ ¼ l2, the similarity of query image with all

other textual documents and web pages can be obtained:

simðIq;D
0Þ ¼ simðIq;P

0Þ ¼ l1 � l2 ð14Þ

8P00 2 Zimg, which contains an image I00, suppose the

direct similarity of the query with this web page is

simðIq; I
00Þ ¼ simðIq;P

00Þ ¼ l3. If P0 ¼ P00, the similarity of

the query with this web page is defined as:

simðIq;P
0Þ ¼ simðIq;P

00Þ ¼ maxfl1 � l2; l3g: ð15Þ

For D~
0 2 T, P

!0 2 Z, D
!0

is a document in web page P
!0

, and

D~
0 2 T

img
k1 , ~D0 6¼ ~D, suppose simðIq; ~D0Þ ¼ l~1, simð~D0;D~0Þ ¼

l!2, then simðIq; D
!0Þ ¼ simðIq; P

!0Þ ¼ l!1 � l!2. If

P0 ¼ P
!0

, the similarity of the query with this web page is

defined as:

simðIq;P
0Þ ¼ simðIq; P

!0Þ ¼ maxfl1 � l2; l!1 � l!2g
ð16Þ

After the above procedures, 8P 2 Z, simðIq;PÞ can be

obtained. The retrieval algorithm returns the top k similar

web pages fPo�1;Po�2; . . .;Po�kg with the query Iq as the

retrieval results. Through this algorithm, all the web pages

can be extracted without establishing the direct similarity

computing method of image and web page, and the

influence of input ambiguities can be reduced based on

the procedure of top similar textual document extension,

which transfers the image similarity to document similarity

and leads to more reliable results. So the effectiveness of

cross-media interactions can be realized.

5 Performance evaluation

To evaluate the performance of the proposed methods, we

use the Image CLEF public dataset [42], where the web

pages are collected from the Wikipedia website. This

website is a free information sharing site and it contains

plenty of textual documents and images, which can well

indicates the properties of most of the multimedia websites.

Image CLEF dataset include more than 200,000 web pages,

and each web page contains both document and image. Part

of the web pages with document and text pairs are selected

as the similarity learning set, whose page number is more

than 20,000. The other part of the dataset is selected as the

test set to evaluate the performance of both similarity

learning method and cross-media query expansion method.

The number of testing samples around 180,000. Two kinds

of image features are used; one is the LBP [43], which is

powerful texture feature by comparing the differences of

nearby pixels and using local binary code to represent the

patterns, the feature dimension is 256. The other feature is

color moment, which is a traditional color feature and has

been used for a long time. The feature is computed based

on the image blocks and its dimension is 384. To validate

the performance of the proposed method, we use precision-

at-k as the evaluation measure for two reasons. The first is

that in the metric learning procedure, the parameter of

precision-at-k is adopted. The second reason is that for

large scale Internet multimedia retrieval, this evaluation

measure could well reflect the effectiveness of the search

system. The ROC and MAP evaluation need the informa-

tion of recalling from the true positives. However, in the

web scale dataset, it would not be possible to determine all

the relevant true samples with the query. In the following

part of this section, we will provide the experimental

evaluations on similarity learning method and cross-media

query expansion method, respectively.

5.1 Performance of image similarity learning

This procedure is realized based on the distance metric

learning according to the ranking structures. We use the

traditional k nearest neighbor (KNN) method as the eval-

uation baseline. We compute the precision score of both

KNN method using distance metric learning (KNN(M)) and

KNN without using distance metric learning (KNN).

Experimental results on both features of LBP and color

moment are illustrated in Fig. 4. It can be observed that

KNN(M) outperforms KNN on both features. The effec-

tiveness of the ranking-based metric learning can be
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validated, because this learning technique considers the

contextual information in the Internet by including the

ranking relations of textual document. Through this way,

the polysemia characteristics of visual content can be

adjusted based on the contextual information and the

relations on image similarities are more consistent with

Internet applications. As the ground truth of ranking-based

distance metric learning is different with the category-

based learning, the category-based information is not

available on the large scale Internet applications. So we did

not compare with the other distance metric learning

method. In this experiment, the parameter k is selected

from 50 to 1,000. The larger k is, the better performance is

achieved. This can be explained that the system will

retrieve more relevant samples when k grows on both of the

KNN(M) and KNN. The performance of KNN(M) remains

steady compared with that of KNN when k changes, and

this reveals the robustness of the metric learning method.

From Fig. 4, it could be observed that color feature per-

forms better than texture feature, not only on the quanti-

tative precision, but also on the improvement of KNN(M)

compared with KNN. The reason for this phenomenon is

that the global color descriptors are usually more related

with the content of the web pages. However, the LBP

feature may represent the structural or textural patterns of

the image, which may lead to the fact that this feature is

less consistent with the contextual semantic information on

the Internet.

5.2 Cross-media query expansion

In this part, the retrieval performance using cross-media

query expansion will be evaluated. In this experimentation,

k represents the number of final retrieved results and k1

represents the number of selected expansion queries.

Tables 1 and 2 provide the detailed results using color

moment feature and Tables 3 and 4 provide the results

using LBP feature. The difference of Table 1 (Table 3)

with Table 2 (Table 4) is the expansion selection strategies

on k1: top n % (top n). Top n % means that the selected

expansion query number is the top returned k1 samples:

k1 ¼ k � n % and top n means k1 ¼ n. In Tables 1, 2, 3,

and 4, the second row is the results without expansions, and

this is the experimental baseline. The other rows are the

results with query expansion. Experimental results using

both features and various parameters in Tables 1, 2, 3, and

4 clearly reveal that query expansion improve the perfor-

mance of cross-media retrieval. It can also be observed that

top n % strategy performs better than the top n strategy

from k ¼ 50 to k ¼ 1;000, because top n % strategy

includes more expansion queries that enlarge the candidate

relevant samples. From these experiments, we could also

find that the larger k1 is, the better performance of cross-

media retrieval is. This phenomenon also coincides with

the experimental results of expansion query selection

strategy. Figure 5 provides the summarization performance

of query expansion, where KNN(M) represents no query

expansion with the learned metric, KNN(M)-QE-Top50

represents query expansion with top 50 expansion selection

and KNN(M)-QE-Top50 % represents query expansion

with top 50 % expansion selection. Only top 50 and top

50 % are chosen because they perform best compared

with other parameters. Figure 5a shows the results using

color feature and Fig. 5b shows the results using texture

features. It could be observed that color feature performs

better without using query expansion. Texture feature is

better with the cross-media query expansion method,

where more improvements are achieved with top 50

Fig. 4 Illustration of the performance of the image similarity learning method
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compared with no expansion. The reason for this may due

to that LBP feature with local structure patterns is more

discriminative when selecting more relevant samples

using the expanded queries, which can be regarded as

complementary visual information with color feature in

Internet multimedia retrieval. So in designing the retrieval

system, the first round retrieval can select color feature

and the second expansion step could use LBP features.

Table 1 Query expansion

using color moment feature with

top n % expansion selection

Best results for each k value are

highlighted in bold

k k1

0 10 % 20 % 30 % 40 % 50 %

50 0.0058611 0.005932 0.005932 0.005932 0.005932 0.0059288

100 0.0082584 0.0082998 0.0082998 0.0082987 0.0083003 0.0083019

200 0.013341 0.013374 0.01339 0.013392 0.01342 0.013485

300 0.018341 0.018358 0.018374 0.018498 0.01851 0.018513

400 0.023139 0.023201 0.02325 0.023361 0.023365 0.023484

500 0.028272 0.028325 0.028487 0.028504 0.028626 0.028772

600 0.033454 0.033505 0.033693 0.033799 0.033899 0.034058

700 0.038361 0.038414 0.038606 0.038746 0.038964 0.039312

800 0.043211 0.043324 0.043467 0.043676 0.043878 0.04462

900 0.048023 0.048251 0.048385 0.048654 0.04921 0.049387

1000 0.052802 0.053029 0.05317 0.05345 0.054189 0.054195

Table 2 Query expansion

using color moment feature with

top n expansion selection

Best results for each k value are

highlighted in bold

k k1

0 10 20 30 40 50

50 0.0058611 0.005932 0.005932 0.0059342 0.005932 0.0059363

100 0.0082584 0.0082998 0.0082998 0.0082987 0.0083003 0.0083019

200 0.013341 0.013374 0.013374 0.013374 0.01339 0.013392

300 0.018341 0.018359 0.018359 0.018358 0.018371 0.018374

400 0.023139 0.023191 0.023191 0.023188 0.023201 0.023204

500 0.028272 0.028316 0.028317 0.02831 0.028323 0.028325

600 0.033454 0.033496 0.033497 0.033491 0.033505 0.033507

700 0.038361 0.038397 0.038398 0.038391 0.038406 0.038408

800 0.043211 0.043246 0.043247 0.043239 0.043253 0.043256

900 0.048023 0.048054 0.048055 0.048041 0.048056 0.048059

1000 0.052802 0.052824 0.052825 0.05281 0.052826 0.052829

Table 3 Query expansion

using LBP feature with top n %

expansion selection

Best results for each k value are

highlighted in bold

k k1

0 10 % 20 % 30 % 40 % 50 %

50 0.0058611 0.005932 0.005932 0.0059342 0.005932 0.0059363

100 0.0082584 0.0082998 0.0082998 0.0082987 0.0083003 0.0083019

200 0.013341 0.013374 0.013374 0.013374 0.01339 0.013392

300 0.018341 0.018359 0.018359 0.018358 0.018371 0.018374

400 0.023139 0.023191 0.023191 0.023188 0.023201 0.023204

500 0.028272 0.028316 0.028317 0.02831 0.028323 0.028325

600 0.033454 0.033496 0.033497 0.033491 0.033505 0.033507

700 0.038361 0.038397 0.038398 0.038391 0.038406 0.038408

800 0.043211 0.043246 0.043247 0.043239 0.043253 0.043256

900 0.048023 0.048054 0.048055 0.048041 0.048056 0.048059

1000 0.052802 0.052824 0.052825 0.05281 0.052826 0.052829
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From the above analysis, we could draw the conclusion

that the proposed query expansion method is an effective

solution to improve the query expansion performance in

cross-media retrieval.

6 Conclusion

There exist numerous images in the Internet. How to better

utilize image information by fully considering the contex-

tual environment and fulfilling the Internet applications is an

important problem. In this paper, an image similarity learning

method is proposed by the ranking-based structures. The

method establishes the training ground truth of ranking

relations based on the co-occurred textual document. The

image relations can be more consistent with the web pages

which usually contain both textual and visual information.

The learning technique uses structural SVM and adopts the

cutting plane strategy to make the learning process being

realized with a large number of output samples. Based on the

similarity learning method, the technique of cross-media

query expansion is proposed to alleviate influence of query

ambiguities and improve the retrieval performance. In the

future, we will investigate more techniques on image relation

structures by considering more social factors to obtain more

suitable image similarity computing method under the

Internet environment.
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