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ABSTRACT 
In this paper, a robust hand tracking algorithm is proposed for 3D 
sign language recognition application. The most challenging 
problems in hand tracking are the complex background, various 
illumination and articulated hand motion. In our work, based on 
the color and depth information simultaneously, two hands are 
well tracked by similarity optimization framework. However, in 
the fusion procedure, one important problem must be considered 
is that the data from the color and the depth channels are not 
always synchronous for the hardware reason. A two-layer 
difference comparison scheme is presented to determine whether 
the color and depth data are consistent. According to this 
consistency determination, the depth data can be used confidently 
or be deserted. Experiments on 300 sign language videos 
convincingly show the accuracy and robustness of the proposed 
hand tracking method. The visualized results also show the good 
performance even for the complex two-hand overlapping 
situations.  
Categories and Subject Descriptors 
I.4.8 [Scene Analysis]: Color and Depth cues fusion - Tracking 

General Terms 
Algorithms, Experimentation.  

Keywords 
Hand tracking, Sign language recognition, Similarity optimization, 
Multi-cues fusion 

1. INTRODUCTION 
Communication in daily life is a big challenge to those hearing 
impaired persons. There are more than 28 million hearing 
impaired persons in China now. Sign language is an efficient 
communication way within the hearing impaired community. The 
goal of sign language recognition is to connect the hearing 
impaired community to our daily life. This technology is expected 

  

 

to help those disabled persons overcome the communication 
barrier in their life, and it should be an important progressive of 
civilization. Using computational and sensor technology to help 
the disable community to improve their life quality will have a 
huge social impact. 
According to the different data capture devices, the sign language 
recognition evolves along the following history. First, the data 
glove is adopted to capture the precise hand motion data and sign 
language recognition achieves very tremendous 
development[1][2]. Data glove-based method could provide 
capability of large vocabulary understanding. Fang et. al. 
implement a Chinese sign language recognition system which can 
recognize more than 5000 words with data glove and position 
tracker[3]. However, date glove is expensive as an input device 
for this purpose, and the sensors are very easy to be damaged. 
Many researchers turn to seek vision-based solutions. Color-glove 
is adopted to help locating the articulated hand motion for the 
remarkable color labels[4]. Unfortunately, the glove with fixed 
color pattern is not suitable for the natural human computer 
interaction (HCI) applications. Therefore, visual camera is the 
mainstream input device for sign language recognition in these 
recent years[5][6].  
Toward successful vision-based sign language recognition, the 
accurate and fast segmentation and tracking of hand motion is 
needed. Mean shift and particle filter have been widely used in 
object tracking fields. However, they usually failed when using 
only the color (skin) information. Recently, some local feature 
based methods has been applied in hand tracking to obtain the 
rough location of the hand gesture[7][ 8]. Also some 3D model 
based methods can capture the hand shape variations in hand 
motion with high computing cost[9][ 10].  

Different with the 2D image based hand tracking methods, this 
paper aims to tackle the hand tracking problem by importing the 
depth data. For the hand analysis tasks, the grandest advantage for 
adding depth information is the good segmentation for our 
focused target (hand or arm) from the complex background. 
However, the hand segmentation result will be closely related 
with the precision of the captured depth data. [11] performed 
gesture analysis by considering the depth and intensity image 
simultaneously. The fusion improves the performance by using 
depth information only. However, the used intensity data can not 
provide the abundant color and texture information. This paper 
aims to realize the robust hand tracking in complex sign language 
recognition task by integrating the color, location and depth 
information.  

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
ICIMCS’12, September  9–11, 2012, Wuhan, Hubei, China.  
Copyright 2012 ACM 978-1-4503-1600-2/12/09…$15.00. 

60



The remaining part of this paper is organized as follows. Section 
2 gives a brief overview of our optimized framework for hand 
tracking. Section 3 presents more details of our method, including 
the initialization, the tracking and the consistency determination 
between color and depth data, respectively. Section 4 gives the 
extensive tracking results on a large sign language dataset. 
Section 5 concludes the paper.  

2. FRAMEWORK 
In this section, the overview of the hand tracking algorithm is 
described. The flowchart of the hand tracking scheme is given in 
figure 1. According to this framework, the whole scheme can be 
decomposed into several key steps as follows:  

1) Hand targets initialization is realized by hand detection. By 
integrating the skin (color) information and the depth 
information, the two hands are located accurately.  

2) To perform tracking model prediction, a multi-cues fusion-
based energy function is optimized to get the maximization 
value, which includes three main terms: appearance 
similarity term, the smooth term on depth and location in 
plane.

3) Before the using of the depth data, one important step is to 
determine whether the data in color and depth channels are 
consistency. This is the precondition that we can use the 
depth constraint to get more accurate hand location.  

Figure. 1. Flowchart of hand tracking.  

Figure. 2.  Flowchart of hand detection.  
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3. MULTI-CUES FUSION BASED HAND 
TRACKING ALGORITHM 
3.1 Hand Detection 
To realize real-time hand tracking, first step is to locate the two 
hand regions. The specific skin model is very useful for hand 
detection. Fortunately, the skin model can be built by face 
detection. The initialized hand targets can be obtained by the 
following steps: 

(1) Performing face detection on the first color frame of the 
given video.

(2) To get the precise skin model, pixel can be categorized by 
clustering according to the color information. Here, Cr, Cb 
color channel is used and Y channel is discarded for its 
sensitivity to illumination. Figure 3 shows the examples of 
skin pixels clustering results on face region.  

(3) The pixels belonging to the dominant category are used to 
build a Gaussian skin model. Therefore, the mean ( ) and 
variance ( ) corresponding to each channel can be 
computed.

(4) Based on the specific skin model, the skin pixel can be 
determined if the value of x  satisfied the following terms: 

3 3
3 3

Cr Cr Cr Cr Cr
x

Cb Cb Cb Cb Cb
x

I
I

1

(5) Considering the depth constraint and the face region cue, the 
two hand targets can be located accurately.  

(a) detected face; (b) face in YcrCb 
color space; 

(c) pixel 
clustering results   

Figure 3. Example of skin pixels clustering results on detected 
face region.  

3.2 Hand Tracking 
In this paper, the hand tracking is based on the color and depth 
data captured by Kinect. For the lower frame rate of the sign 
language capture, the hand motion seems very fast between two 
consecutive frames, which brings about challenges for robust 
hand tracking. In some traditional tracking methods, such as the 
Kernel-based object tracking[12], an assumption must be hold, 
that is the targets in two consecutive frames should have 
overlapping regions.  

Considering the nature of object tracking, in this paper, an energy 
function optimization strategy is proposed to tackle the hand 
tracking problem by integrating the appearance, depth and 
location cues together. The energy function is defined as the 
Equ.(2):  

app loc depE E E E .                    (2) 

Here, appE  is to measure the appearance similarity between the 

target region p and the candidate region q . locE  is to measure 

the similarity according to the distance in the image plane 
between p  and q . depE  is to measure the smoothness of the 
depth dimension between p  and q .  The three energy terms are 
defined according to the follow equations.  
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In Equ. (3),  ,q p
G GH H  are the histogram of gradient 

representation of candidate region and the target region, 
respectively. Their similarity is measured by the intersection of 
the two histogram vectors. In Equ. (4), qC  and pC  are the

centroid points of the q  and p  regions. d  is the normalize factor 
of  location distance and it can be set to the 0.5 times of the 
diagonal of the searching rectangle. In Equ. (5), q

depd , p
depd  are 

the average depth values of the candidate and target regions. 

depd is the normalize factor of depth distance and it is computed 

according to max i p
dep dep depi

d d d , here, i ranges over the 

whole search region. 

The concrete tracking algorithm is given in the following steps: 

(1) Searching region is determined according to the target 
location in the last frame.  

(2) Skin detection is performed in the searching region.  

(3) Inconsistency of the current frame is determined between the 
depth and the color channels. If the data is inconsistent, then 
the parameter  will be changed to 0 in the optimization 
procedure of this frame.  

(4) Performing window scanning in the searching region in 
multiple scales, then the hand target can be determined 
according to the energy function optimization.  

(5) Update the target model.  

(6) Switch to the next frame and skip to step (1).  

3.3 Inconsistency Determination between 
Color and Depth Data 
Kinect is a good and popular device which can provide the color 
and depth data. However, strictly speaking, the synchronization 
control is not very precise in the data capture and collection 
procedure, which results the inconsistency between color and 
depth data, especially under the fast motions. Figure 4 shows 
some examples for the inconsistency cases. From this figure, we 
can see that it is very necessary to determine whether the color 
and depth data is consistent between each corresponding pair of 
frames.  
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Figure 4. Examples for inconsistency between color and depth 
data.

Figure 6. Inconsistency determination failed samples. 

Figure 5. The two-level difference examples for consistency and inconsistency cases. 

Through the analysis of the captured data, we have the following 
assumption for the consistent data: The difference between 
successive frames of color image is consistent with the 
difference between successive frames of depth images. Therefore, 
the inconsistency can be determined according to a two-level 
differential operation. Figure 5 gives the examples for consistency 
and inconsistency cases. 

4. EXPRIMENTAL RESULTS 
To verify the performance of the proposed hand tracking method, 
this section gives some experiments on sign language videos 
captured by Kinect. Two different experiments are designed. One 
is the verification on the precision of the inconsistency 
determination, and the other is the evaluation on the energy 
function optimization based hand tracking method.  

4.1 Experiment on Inconsistency 
Determination 
This experiment is conducted on 10 videos, totally 894 frames. In 
these videos, the inconsistent frames are labeled manually as the 
ground-truth. Table 1 gives the result of the inconsistency 
determination.

Table 1. Result of the inconsistency determination.  

Totally 
frames

False determination Error
rateConsistency –> 

Inconsistency 
Inconsistency –> 
Consistency 

894 12 0 1.3% 

From the results, it can be seen that the inconsistency 
determination method is simple and effective. We analyze the 
false determination frames further and find that the failed frames 
all belong to the unclear difference, as Figure 6 shown. This 
means that the false determination caused by current method will 
have tiny influence on the subsequent tracking performance.  

4.2 Experiment on Hand Tracking 
This section focuses on the evaluation of the proposed hand 
tracking method. First, we will introduce the test data and 
evaluation measurement and then give the detailed tracking 
performance evaluation.  

(a) color frame (b) corresponding depth frame

t 1 t Diff_1 D(diff)

(a) consistency example (b) non-consistency example 

t 1 t Diff_1 D(diff)
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4.2.1 Data and evaluation measurement  
We collected 100 different vocabularies and each vocabulary is 
captured by 4 different persons. Among these data, the 
vocabularies from one person is taken as the training data and the 
other 300 sign language videos form our test set.  
To make the evaluation more efficient, the videos are labeled 
manually in advance. The labeled left and right hands regions are 
taken as the groundtruth to evaluate the tracking method.  
The hand tracking is regarded to be successful if the tracking 
result satisfies the following term: 

0.5a m

a m

T T
T T

,                               (6) 

where, aT and mT are the automatic tracked target region and 
manually labeled target region, respectively. In our tracking 
problem, the tracking target includes two hands. Therefore, only 
two hands satisfy the successful term simultaneously, the tracking 
result can be determined to be correct. The Precision and the 
Recall are also used to evaluate the hand tracking performance 
and they are defined according to Equ.(7) and Equ.(8) as follows:  

a m

a

T TPrecision T ,                               (7) 

a m

m

T TRecall T .                         (8) 

4.2.2 Tracking performance 
Before the hand tracking evaluation, it is needed to get 
appropriate weight parameters of energy function on the training 
data. In the training procedure, the correct tracking rate is the 
measurement. The interval of the parameter changing is 0.1 for 

, and .

The relation between weight parameters and the tracking 
performance is given in Figure. 7. From the training result, the 
weights corresponding to best performance are 0.7 ,

0.2 and 0.1 . Although intensity seems to play a 
dominate role, depth is still very important to hand detection. 
When we set 0 , the best tracking rate is only 0.63.  

Figure 7. Tracking performance with different weight 
parameters on training data.

With the selected weight, the hand tracking experiment is 
conducted on the testing data from the three persons, totally 300 
videos and 44810 frames. Table 2 shows the performance 
evaluated on three measurements and also the executive speed of 
the method. The statistic of time consumption is obtained by 
using PC with Intel®Core™ i5-2400 CPU, 3.10GHz and 4GB 
RAM. Some visualized hand tracking results are given in Figure 8, 
in which we can see that the proposed method is valid for the 
complex hand motion.  

Table 2. The performance and the executive speed of the 
proposed hand tracking algorithm. 

Test
videos

Totally 
Frames

Correct
Tracking Rate Precision Recall Speed

(fps)

300 44810 0.91 0.95 0.94 12 

5. CONCLUSION 
In this paper, we present a hand tracking method by integrating 
the appearance, location and depth cues. The method can be 
decomposed into two main components. One is the initialized 
hand detection; the other is the hand target estimation by energy 
function optimization. To compensate the synchronization control 
problem of Kinect hardware, an effective two-level differential 
scheme is proposed to detect the inconsistent depth data with the 
color data. Thus the accurate depth data is helpful in hand 
tracking tasks. Experiments on large number of sign language 
videos convincingly show the good performance on  the complex 
and fast two-hand motions.  
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Figure 8. Example of the visualized hand tracking results 
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