ABSRACT

With the quickly increasing of the deaf community, how to communicate with the hearing persons is becoming a serious social problem. Furthermore, the investigation indicates that the deaf community is more self-enclosed and won't exchange ideas with the hearing. To address this challenge, we develop VisualComm, a tool to support communication between deaf and hearing persons with sign language recognition technology by using the Kinect. The main contribution of the system is a holistic solution of a two-way communication between deaf and hearings, and furthermore it is a seamless experience tailored for this particular activity. Currently we have implemented the basic communication based on 370 daily Chinese words for signer.
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1. INTRODUCTION

Communication in daily life is a big challenge to the deaf community. Sign language is the most important communication way between deaf and hearing persons for its well understandability and insistency. Currently, for most hearing persons, sign language is difficult to understand, which results that the deaf is more isolated and they won’t participate in social activity.

To address this challenge, we present VisualComm (Figure 1), a tool that assists the deaf community to communicate with the hearing. It’s a two-way communication system that consists of translating the sign language to text or speech for hearing people, and conveying text or speech language to deaf person through a 3D avatar animation. Currently, the tool is able to support basic communication based on 370 daily Chinese sign words.

2. RELATED WORK

Researchers have worked on various technologies to address communication barriers between the deaf and hearing community for many years, such as MobileASL [1], Shared Speech Interface (SSI) [4], etc. However, most of current systems don’t support two-way communication between deaf and hearing individuals. Sometimes, a human sign language interpreter has to be involved [4]. Different from these works, our tool provides a holistic solution to support two-way communication automatically during the activity.

Sign language recognition (SLR) is a key technology of this solution. According to the input device, the research on SLR evolves the history from data glove to pure visual input [6][3]. However, the data glove is expensive and the visual camera makes the hand tracking and segmentation very difficult. Fortunately, Microsoft launched a motion-sensing camera called Kinect in 2010, which can provide color and depth data simultaneously and the body skeleton can be obtained easily [5]. It is a cheap but convenient 3D depth sensor. With these good features, Kinect is very fitful for sign language recognition task [7]. Therefore, we aim to develop a robust sign language recognition system by using Kinect to help deaf community to interaction with surroundings efficiently.

3. DESIGN & IMPLEMENTATION

Our goal for system design and implementation is as follows: a) two-way communication, that is to say, deaf and the hearing persons can communicate directly by using our tool. b) For the basic communication between them, frequently used words and sentences in daily scenes have to be recognized.
3.1 VisualComm
We created VisualComm, a software application includes a PC, two display (one is for the deaf person and the other is for the hearing one), and a Microsoft Kinect. VisualComm is mainly designed for modeling the remote communication between deaf and non-disabled persons. On one hand, it can translate deaf user’s sign action input to text or speech. On the other hand, a 3D avatar of our system is able to convey the hearing user’s text or speech information through sign language animation.

The system configuration is shown in Figure 1. In the left side of the screen is sign language translation user interface, which has a live video, real time result bar and some control buttons. The recognition results of deaf user’s sign language input will be displayed on the screen in real time. System also allows the signer to adjust the results by manual interaction. In the right side of the screen is specifically for hearing users to convey information to deaf users. When a hearing user types a sentence to the system, the 3D avatar will automatically played accordingly. All communication information will be recorded and appeared in the right-bottom textbox.

3.2 Implementation
This system mainly contains two core technologies, which are sign language recognition and animation respectively and will be introduced in detail in the following sections.

3.2.1 Sign Language recognition
Different with only using the geometric feature in literature[7], hand posture and trajectory are fused into our recognition framework for their powerful representation ability of sign word.

To recognize the sign from 3D trajectory, first the probe curve is preprocessed and normalized into equally distributed vector. And then the matching score is computed with the normalized gallery trajectories[2].

For posture representation, we extract the typical posture frames from the input sign video. The typical posture frame comes from the corresponding key posture fragment which has the characteristic of relatively low and stable motion speed. Once gotten the typical posture sequence description for each sign, the sign matching is transformed into the image set matching problem. We can get the matching score by computing the similarities of two sign words image sets.

Finally the similarity is obtained by a weighted combination of the matching scores from the 3D trajectory and hand posture. In addition to the recognition framework, a language model is integrated in our VisualComm system to generate all the words into sentences.

3.2.2 Sign Language Animation
Our avatar is a 3D model that consists of 53 body segments and 53 joints, which is driven by pre-recorded SL sentence data. In addition to hand and finger movement, the avatar can also perform some facial expressions to convey information.

4. EXPERIMENT AND STUDY
In this section, we conduct on the quantitative experiments and qualitative questionnaire survey.

We collect 370 daily Chinese sign words for 5 times. In 5-folds cross-validation test, we achieve Top-1 and Top-5 recognition rate of 94.2% and 98.9% on this dataset.

Five individuals are recruited to participate in our questionnaire study, including one deaf and four non-disabled persons. The non-disabled are trained to learn some sign words. All participants play the sign words randomly and our system gives the recognition results. Through the experience of the system, all participants think that “this system is very helpful for the deaf to communicate with normal persons” and “the accuracy and speed of the sign language recognition and translation system is satisfactory”. All deaf and non-disabled participants think that “under the help of the SLR system, the hearing disabled will be more likely to take part in the public activity”. In the free comments feedback, one subject wrote that “It’s very impressive. It can remove the barrier between the common people and the deaf community. Hopefully, it can be used for a real scenario such as hospital, bookstore, etc”. Also, one subject suggests that more vocabularies should be recognized in the future in order to help the deaf interact with external environment freely.

5. CONCLUSION AND DISCUSSION
We created and implemented a tool, named VisualComm, to support deaf person to communicate with hearing person by using the Kinect. 3D depth data and typical posture sequence are integrated to obtain the stable and accurate recognition results. Experimental results and questionnaire survey convincingly show that the VisualComm can really help the deaf to interact with the surroundings efficiently and make them more willingness to participate in public activities. In the future, extended the sign language recognition to a larger vocabulary set (more than 1000 words) is our working focus.
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