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Abstract

Weakly supervised referring expression grounding aims at localizing the referential object in an image according to the linguistic query, where the mapping between the referential object and query is unknown in the training stage. To address this problem, we propose a novel end-to-end adaptive reconstruction network (ARN). It builds the correspondence between image region proposal and query in an adaptive manner: adaptive grounding and collaborative reconstruction. Specifically, we first extract the subject, location and context features to represent the proposals and the query respectively. Then, we design the adaptive grounding module to compute the matching score between each proposal and query by a hierarchical attention model. Finally, based on attention score and proposal features, we reconstruct the input query with a collaborative loss of language reconstruction loss, adaptive reconstruction loss, and attribute classification loss. This adaptive mechanism helps our model to alleviate the variance of different referring expressions. Experiments on four large-scale datasets show ARN outperforms existing state-of-the-art methods by a large margin. Qualitative results demonstrate that the proposed ARN can better handle the situation where multiple objects of a particular category situated together\textsuperscript{1}.

1. Introduction

Referring expression grounding (REG), also known as phrase localization, has been a surge of interest in both computer vision and natural language processing [24, 14, 29, 41, 39, 19, 38, 36]. Given a query (referring expression) in natural language and an image, REG is to find the corresponding location of the referential object. REG can be widely used in interactive applications, such as robotic navigation [31, 1], visual Q&A [6, 10], or photo editing [5].

Training the REG model in a supervised manner requires expensive annotated data that explicitly draw the connection between the input query and its corresponding object proposal in the image. Besides, limited to the training data, supervised REG models can only handle the grounding with certain categories, which cannot meet the demand for real-world applications. Here we focus on weakly su-

\textsuperscript{*}Corresponding author.

\textsuperscript{1}Code is available at https://github.com/GingL/ARN
pervised REG task, where only the image-query pairs are used for training without the mapping information between the query and the object proposal.

Previous weakly supervised methods [29, 2, 44] learn to ground by reconstructing the input query. Xiao et al. [37] generate attention mask to localize linguistic query based on image-phrase pairs and language structure. Zhao et al. [45] try to find the location of the referential object by searching over the entire image. The above methods only exploit the visual appearance features of proposals during grounding and reconstruction. However, they ignore the discriminative information of location and context from the referential object, and cannot distinguish a specific object where multiple objects of a particular category situated together. As shown in Fig. 1, given the query of “man in white on the left holding a bat”, apart from the subject (“man in white”), location (“on the left”) and context (“holding a bat”) play an essential part in distinguishing the referential object.

Recently Yu et al. [41] find that people tend to use different syntax structures when referring to an object, and this brings the variance of different referring expressions. Taking Fig. 1 as an example, if the query is only “man in black”, it can be grounded using subject features only. Similarly, “man on the far right” concentrates more on location features, and “man on the right of the man in black” should focus more on context features. Therefore, the grounding is triggered based on what features are present in the referring expression.

In light of these observations, we propose a novel end-to-end weakly supervised REG method, coined Adaptive Reconstruction Network (ARN). It learns the mapping between image region proposal and query upon subject, location and context information in an adaptive manner. Fig. 1 shows the pipeline of ARN, that consists of two modules: adaptive grounding, and collaborative reconstruction.

Adaptive Grounding. First, we extract the subject, location, and context features of both the query and each region proposal in an image. Specifically, for the query, we introduce a recurrent net to parse it into these three features. For a proposal, we extract its visual appearance feature as the subject feature by Faster R-CNN [28]. Moreover, the location feature of the proposal consists of absolute position and relative locations with other proposals of the same category in the image. Furthermore, the context feature of the proposal is represented by concatenating the visual and relative location features of its surrounding proposals. Second, we propose the adaptive grounding module to compute the matching score between each proposal and query by a hierarchical attention model. The first attention helps generate attention scores upon subject, location, and context for each proposal respectively. The second one further learns the attention score of the above three components based on the syntax structure of the query. This module can alleviate the variance of different referring expressions.

Collaborative Reconstruction. We design a collaborative loss to better formulate the measurement of weakly supervised grounding. The loss function derives from the following three parts. Language reconstruction directly reconstructs the input query based on the attentive proposal features. Adaptive reconstruction reconstructs attentive hidden features of subject, location and context respectively. Attribute classification leverages the attribute information of candidate proposal upon the subject to improve the grounding ability.

Both modules of ARN can be trained in an end-to-end manner. At the inference stage, ARN only utilizes the adaptive grounding to localize the referent without reconstruction. To summary, the main contribution of this paper is three-fold:

- We propose an end-to-end adaptive reconstruction network that models the mapping between input query and image upon subject, location and context features. ARN adaptively grounds the candidate proposals by hierarchical attention, which could alleviate the variance of different referring expressions.

- We design a collaborative reconstruction module to reconstruct the input query based on the matching score and proposal features. A collaborative loss of language reconstruction, adaptive reconstruction, and attribute classification are formulated for the measurement of adaptive grounding.

Comparison experiments on the RefCLEF and three MS-COCO datasets show that the proposed ARN achieves state-of-the-art results in the weakly supervised REG task.

2. Related Work

Referring Expression Grounding (REG). REG [15, 25, 9, 24, 42, 43, 4, 22] is also known as referring expression comprehension or phrase localization, which is the inverse task of referring expression generation. REG aims to localize the corresponding object described by a free-form natural language query in an image. Given an image \( I \), a query \( q \) and a set of region proposals \( r_i \) \( \forall i \in I \), REG selects the best-matched region \( r^* \) according to the query. Most REG methods can be roughly divided into two kinds. One is CNN-LSTM based encoder-decoder structure to model \( P(q, I, r) \) [24, 42, 27, 14, 23, 18, 30]. The other is the joint vision-language embedding framework to model \( P(q, r) \). During training, the supervision is object proposal and referring expression pairs \( (r_i, q_i) \) [29, 33, 21, 3, 41, 17, 34]. Recently, MattNet [41] adopts subject, location and relation features on supervised REG.
and gets state-of-the-art results. The above features prove to be effective in the grounding task, which are also used as the original feature representation in our method. But we design the collaborative reconstruction to bridge the gap between supervised and weakly supervised learning, achieving impressive results on weakly supervised REG.

**Weakly Supervised Referring Expression Grounding.**

Weakly supervised REG only has image-level correspondence, and there is no mapping between image regions and referring expressions. To solve this problem, Rohrbach et al. [29] propose a framework which learns to ground by reconstructing the given referring expression through attention mechanism. Based on this framework, Chen et al. [2] design knowledge aided consistency network, which reconstructs both the input query and proposal’s information. Xiao et al. [37] ground arbitrary linguistic phrase in the form of spatial attention mask and propose a network with discriminative and structural loss. Different from selecting the optimal region from a set of region proposals, Zhao et al. [45] propose multi-scale anchored transformer network, which can search the entire spatial feature map by taking region proposals as anchors to get more accurate location. Zhang et al. [44] propose a variational Bayesian method to exploit the relationship between the referent and context.

3. Methodology

We propose an adaptive reconstruction network (ARN) to ground the target proposal described by the query in weakly supervised scenario, where the training data do not have the region-query correspondence. This problem can be formulated as follows. Given an image $I$, a query $q$ and a set of region proposals $r_i, i = 1, N$, we aim at selecting the best-matched region $r^*$ according to the query without knowing any $(q, r_i)$ pair. ARN chooses the most probable proposal through adaptive grounding, then reconstructs its corresponding query with a collaborative loss. The whole network architecture is shown in Fig. 2.

### 3.1. Feature Encoding

#### 3.1.1 RoI Features

For each object proposal $r_i$, the subject, location and context features are extracted as shown in Fig. 2(a).

- **Subject feature** is extracted as visual appearance features of proposals. We run the forward propagation of Faster R-CNN based on ResNet [13] for each image, and crop its C3 and C4 features as the subject feature $r^s_i = f_{CNN}(r_i)$. The C3 features represent lower-level features such as colors and shapes while C4 features contain higher-level representations.

- **Location feature** consists of absolute position and relative locations with other objects of the same category in the image. Following [42, 43, 41], the absolute location feature of each proposal is decoded as a 5-dim vector $r^l_i = [w, h, x', y', w', h']$, denoting the top-left, bottom-right position and relative area of the proposal to the whole image. The relative location feature indicates the relative location information between the proposal and 5 surrounding proposals of the same category. For each surrounding proposal, we calculate its offset and area ratio to the candidate: $δr^l_i = \frac{|Δxi|}{wi}, \frac{|Δyi|}{hi}, \frac{|Δxi|}{wi}, \frac{|Δyi|}{hi}, \frac{Δw}{wi}, \frac{Δh}{hi}$.
Finally, we concatenate the above absolute and relative location feature into the location feature of the proposal, which is a 30-dim vector: \( r_l = r_l^i; \delta r_l^i \).

**Context feature** represents the relationship between the candidate proposal and environment. Following [41], we choose 5 surrounding proposals as the relative ones for each proposal. The feature of each proposal is composed of C4 feature \( v_{ij} = f_{CNN}(r_j) \) and its relative location feature. The relative location feature is encoded as follows: \( \delta m_{ij} = \frac{\Delta x_{ij}}{w_{ij}} + \frac{\Delta y_{ij}}{h_{ij}} \). The context feature is \( r_c^i = [v_{ij}; \delta m_{ij}] \). From above 5 proposals, we choose the one with the maximum response to the query as the final relative object, denoted as \( r_c^i \).

### 3.2.1 Referring Expression Features

Corresponding to RoI features, the query features are also separated into subject \( q_s \), location \( q_l \) and context \( q_c \) through attention mechanism, as shown in Fig. 2(b). Given an query \( q = w_t T \), first each word in \( q \) is one-hot encoded and mapped into a word embedding \( e_t \). Then the word embedding \( e_t \) is fed into a bi-directional LSTM. The final representation \( h_1 = [\bar{h}_t, \bar{h}_t] \) is the concatenation of the hidden vectors in Words are attended in each query for better representation of subject, location and context through attention mechanism. Take subject feature \( q_s \) as an example, its final hidden representation is calculated as follows:

\[
\begin{align*}
m_t &= f_c(h_t), \\
\alpha_t &= \text{softmax}_t(m_t), \\
q_s &= \alpha_t e_t. \\
\end{align*}
\]

Location feature \( q_l \) and context feature \( q_c \) can be obtained using the same mechanism. Besides, three different weights upon subject, location and context are calculated from the hidden state vector of the bi-directional LSTM.

\[
[w_s, w_l, w_c] = \text{softmax}_w(\text{fc}([h_0, h_T]))
\]  

### 3.2. Adaptive Grounding

Based on the subject, location and context features of both the proposal and query, ARN localizes the query through a hierarchical attention model. The first attention is the **proposal attention**, which calculates the matching score between the proposals and query upon subject, location and context respectively. The second attention is **language attention**, which assigns different weights to subject, location and context based on the query to alleviate variance in query.

Detailed process can be seen in Fig. 2(c), \( r_s^i, r_l^i \) and \( r_c^i \) are the visual features extracted from the region proposals in the image through CNN. \( q_s, q_l \) and \( q_c \) represent the language feature extracted from the query through bi-directional LSTM. Taking the subject as an example, \( r_s^i \) and \( q_s \) are first concatenated into one vector. Then the vector is fed into the proposal attention, which is a two layer perceptron, to get the corresponding matching score. The biases are omitted in Eq. (3).

\[
\bar{q}_x = f_{ATT}(q_s, r_s^i) = W_2\phi_{ReLU}(W_1[q_s, r_s^i], x) \quad (s, l, c)
\]

We normalize the scores using softmax.

\[
s^i_x = \text{softmax}_i(\bar{q}_x), \quad x \quad (s, l, c)
\]

The total score is calculated based on language attention, which is the linear combination of the three sub-score. The final score represents the probability of region \( i \) matching query \( q \) considering subject, location and context. The weights are calculated based on the query.

\[
S^i_x = w_s s^i_x + w_l s^i_x + w_c s^i_c
\]

### 3.3. Collaborative Reconstruction

Because there are no mapping data between the query and the proposal of the image in the weak supervised training stage, the collaborative reconstruction is used to formulate the measurement of the grounding. The collaborative loss is designed with three losses, as shown in Fig. 2(d). Adaptive reconstruction reconstructs attentive hidden features of subject, location and context respectively. Language reconstruction directly reconstructs the input query based on the attentive features of proposals. Attribute classification takes advantage of attribute information of the referential proposal.

#### 3.3.1 Adaptive Reconstruction Loss

Adaptive reconstruction loss utilizes three hidden vectors (subject, location, context) to bridge the gap between the
input query and proposals, as Fig. 3(a) shows. This loss consists of two sub-losses, adaptive visual reconstruction loss and adaptive language reconstruction loss. This is inspired by the idea that reconstructing different linguistic query using corresponding features of proposals can better handle the variance among different expressions in the datasets. The adaptive visual reconstruction loss is to reconstruct query features \( q_s, q_l \) and \( q_c \), using features of proposals \( r^i_s, r^i_l \) and \( r^i_c \). We first compute a weighted sum over the different visual features and the matching scores.

\[
\tilde{v}_s = \sum_{i=1}^{N} S_i^l r^i_s, \quad \tilde{v}_l = \sum_{i=1}^{N} S_i^l r^i_l, \quad \tilde{v}_c = \sum_{i=1}^{N} S_i^l r^i_c
\]  

(6)

The aggregation of the proposal features from the attentive proposals are then fed into a fully connected layer to get the same dimension with the language features.

\[
v_s = FC(\tilde{v}_s), \quad v_l = FC(\tilde{v}_l), \quad v_c = FC(\tilde{v}_c)
\]  

(7)

Then we use the attentive proposal features \( v_s, v_l \) and \( v_c \) to reconstruct the language features \( q_s, q_l \) and \( q_c \), extracted from the original query. We use Mean Squared Error (MSE) criterion to minimize the distance between the proposal features and language features.

\[
L_x = MSE(v_s, q_s), \quad x = (s, l, c)
\]  

(8)

The final adaptive visual reconstruction loss is the weighted sum of the subject reconstruction loss, location reconstruction loss and context reconstruction loss. The weights are calculated based on the query, as subsection 3.1.2 shows.

\[
Loss_{avis} = w_sL_s + w_lL_l + w_cL_c
\]  

(9)

However, the language feature extraction network is trained together with the grounding and reconstruction network. To reach convergence as soon as possible, network parameters might be set to zero roughly so that the network can not learn the correspondence between the visual modality and language modality. To avoid this circumstance, we add an adaptive language reconstruction loss, which utilizes the language features \( q_s, q_l \) and \( q_c \) to reconstruct the original query. First we concatenate \( q_s, q_l \) and \( q_c \), then feed it into a one-layer perception.

\[
f_{alan} = \phi_ReLU \left(W_1([q_s, q_l, q_c]) + b_1 \right)
\]  

(10)

Based on the fused language features \( f_{alan} \), we reconstruct the input query through LSTM. This is inspired by the query generation methods [7, 32]. The language features \( f_{alan} \) are fed into a one-layer LSTM only at the first time step.

\[
P(q f_{alan}) = f_{LSTM} (f_{alan})
\]  

(11)

The language reconstruction network aims to maximize the likelihood of the ground-truth query \( \hat{q} \) generated by LSTM, as Eq. (12) shows. \( B \) is the batch size.

\[
Loss_{alan} = \frac{1}{B} \sum_{b=1}^{B} \log(P(\hat{q} f_{alan}))
\]  

(12)

The final adaptive reconstruction loss is the weighted sum of the language reconstruction loss and visual reconstruction loss. \( \alpha \) and \( \beta \) is the hyper-parameters defining the proportion of the two losses. In this adaptive reconstruction loss, both of the language and visual reconstruction loss are indispensable.

\[
Loss_{adp} = \alpha Loss_{avis} + \beta Loss_{alan}
\]  

(13)

3.3.2 Language Reconstruction Loss

The second reconstruction loss is to directly reconstruct the input query based on the attentive proposal features, as Fig. 3(b) shows. First, the concatenation of the original proposal features \( r^i_s, r^i_l \) and \( r^i_c \) are fed into a one-layer perceptron.

\[
r^i_{vis} = \phi_{ReLU} \left(W_2( r^i_s, r^i_l, r^i_c ) + b_v \right)
\]  

(14)

Then we calculate the weighted sum of the proposal features according to the total score.

\[
f_{vis} = \sum_{i=1}^{N} S_i^l r^i_{vis}
\]  

(15)

Based on the fused proposal features, query are generated through LSTM.

\[
P(q f_{vis}) = f_{LSTM} (f_{vis})
\]  

(16)

We use the same language reconstruction loss as Eq. 12.

\[
Loss_{lan} = \frac{1}{B} \sum_{b=1}^{B} \log(P(\hat{q} f_{vis}))
\]  

(17)

Compared to the adaptive reconstruction, the language reconstruction reconstructs the input query directly, so it will not lose any useful language information during training.

3.3.3 Attribute Classification Loss

As mentioned in previous methods [40, 35, 41], attribute information is important on distinguishing object of the same category. Here, we add an attribute classification branch in our model. The attribute label is extracted through an external language parser [15] according to [41]. Subject feature \( r^i_s \) of proposal is used for attribute classification. As each query has multiple attribute labels, we use the binary cross-entropy loss for the multi-label classification.
\[ \text{Loss}_{\text{att}} = f_{\text{DCE}}(y_{ij}, p_{ij}) \]  
\[ \text{Loss}_{\text{lan}} = \alpha \text{Loss}_{\text{адp}} + \gamma \text{Loss}_{\text{lan}} + \lambda \text{Loss}_{\text{att}} \]  

We use the reciprocal of the frequency that attribute labels appear as weights in this loss to ease unbalanced data.

### 3.4. Training and Inference

The referring expression feature extraction network, the grounding network and the reconstruction network are trained with end-to-end strategy. During training, only query with attribute words goes through attribute classification branch. At inference, the reconstruction module is not needed anymore. We feed the image and query into the network, and get the most related proposal whose final score is the maximal in the grounding module.

\[ j = \arg \max_i f(p, r_i) \]  

The final collaborative reconstruction loss is:

\[ \text{Loss} = \text{Loss}_{\text{адp}} + \gamma \text{Loss}_{\text{lan}} + \lambda \text{Loss}_{\text{att}} \]

### 4. Experiments

#### 4.1. Datasets

We evaluate our method on four popular benchmarks of referring expression grounding.

**RefCOCO [42]**. The dataset contains 142,209 queries for 50,000 objects in 19,994 images from MSCOCO [20]. The dataset is split into train, validation, Test A, and Test B, which has 16,994, 1,500, 750 and 750 images, respectively. Test A contains multiple people while Test B contains multiple objects. Each image contains at least 2 objects of the same object category.

**RefCOCO+ [42]**. It has 141,564 queries for 49,856 references in 19,992 images from MSCOCO [20]. Different from RefCOCO, the queries in this dataset are disallowed to use locations to describe the referents. The split is 16,992, 1,500, 750 and 750 images for train, validation, Test A, and Test B respectively. Each image contains 2 or more objects of the same object category in this dataset.

**RefCOCOg [24]**. It has 95,010 queries for 49,822 objects in 25,799 images from MSCOCO [20]. It has longer queries containing appearance and location to describe the referents. The split is 21,149 and 4,650 images for training and validation. There is no open test split for RefCOCOg. Images contain at most 2 and 4 objects of the same object category.

**RefCLEF [15]**. It contains 20,000 annotated images from IAPR TC-12 dataset [11] and SAIAPR-12 dataset [8]. The dataset includes some ambiguous queries, such as anywhere. It also has some mistakenly annotated image regions. The dataset is split into 9,000, 1,000 and 10,000 images for training, validation and test for fair comparison with [29]. 100 bounding box proposals [14] are provided for each image using Edge Boxes [46]. Images contain between 2 and 4 objects of the same object category. The maximum length of all the queries is 19 words.

#### 4.2. Experimental Setup

##### 4.2.1 Implementation details

The proposed ARN is trained through Adam [16] algorithm with an initial learning rate 4e-4, which is dropped by 10 after every 8,000 iterations. The training iterations are up to 30,000 with a batch size of a single image. Each image has an indefinite number of annotated queries. ResNet is our main feature extractor for RoI visual features. We adopt EdgeBox [46] to generate 100 region proposals for RefCLEF dataset for fair comparison with [29, 2]. Besides, we also show the performance based on detected objects from Faster R-CNN. It is worth noting that we do not extract the context features for RefCLEF dataset. As there are 100 region proposals in each image of the dataset, it is not reasonable to choose one from 5 surrounding proposals as context of the candidate proposal.

##### 4.2.2 Metrics

The Intersection over Union (IoU) between the selected region and the ground-truth are calculated to evaluate the network performance. If the IoU score is greater than 0.5, the predicted region is considered as the right grounding.

#### 4.3. Results

##### 4.3.1 RefCOCO Datasets

**Performance Analysis**: Table 1 reports the results on RefCOCO, RefCOCO+ and RefCOCOg datasets. We compared the proposed ARN with the only published unsupervised results on these datasets [44]. We can have the following findings. First, adaptive reconstruction performs better on testA, which contains multiple people. Language reconstruction achieves better performance on testB, which contains multiple other objects. Second, the collaborative loss can get second best on all the test, indicating it can better handle different kinds of datasets. We also show the results using detected object proposals from Faster R-CNN. The performance drops due to detection error.

**Ablation Study**: Table 2 reports the results on RefCOCO datasets with different settings. \( \alpha, \beta, \gamma, \lambda \) denoted the weights on \( \text{Loss}_{\text{ави}}, \text{Loss}_{\text{адp}}, \text{Loss}_{\text{lan}}, \text{Loss}_{\text{att}}, \) respectively. The proportion is based on the order of magnitude of different losses. We find that when \( \text{Loss}_{\text{lan}} \) accounts for a more significant part in the collaborative loss, the performance on testA will drop greatly. While when the propor-
Table 1. Accuracy (IoU > 0.5) on RefCOCO dataset. **Bond**: best result. **Red**: second best result. **Blue**: best result of VC.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Settings</th>
<th>RefCOCO</th>
<th>RefCOCO+</th>
<th>RefCOCOg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>val</td>
<td>testA</td>
<td>testB</td>
</tr>
<tr>
<td>VC</td>
<td>-</td>
<td>-</td>
<td>17.34</td>
<td>20.98</td>
</tr>
<tr>
<td>VC</td>
<td>w/o α</td>
<td>-</td>
<td>33.29</td>
<td>30.13</td>
</tr>
<tr>
<td>VC (det)</td>
<td>w/o reg</td>
<td>-</td>
<td>17.14</td>
<td>22.30</td>
</tr>
<tr>
<td>VC (det)</td>
<td>-</td>
<td>-</td>
<td>20.91</td>
<td>21.77</td>
</tr>
<tr>
<td>VC (det)</td>
<td>w/o α</td>
<td>-</td>
<td>32.68</td>
<td>27.22</td>
</tr>
<tr>
<td>ARN</td>
<td>$L_{adp} + L_{att}$</td>
<td>33.07</td>
<td>36.43</td>
<td>29.09</td>
</tr>
<tr>
<td>ARN</td>
<td>$L_{lan} + L_{att}$</td>
<td>38.05</td>
<td>35.27</td>
<td>36.47</td>
</tr>
<tr>
<td>ARN</td>
<td>$L_{lan} + L_{adp}$</td>
<td>33.60</td>
<td>35.65</td>
<td>31.48</td>
</tr>
<tr>
<td>ARN (det)</td>
<td>$L_{lan} + L_{adp}$</td>
<td>31.58</td>
<td>35.50</td>
<td>28.32</td>
</tr>
<tr>
<td>ARN</td>
<td>$L_{lan} + L_{adp} + L_{att}$</td>
<td>34.26</td>
<td>36.01</td>
<td>33.07</td>
</tr>
<tr>
<td>ARN (det)</td>
<td>$L_{lan} + L_{adp} + L_{att}$</td>
<td>32.17</td>
<td>35.35</td>
<td>30.28</td>
</tr>
</tbody>
</table>

Table 2. Abulation study on RefCOCO dataset.

<table>
<thead>
<tr>
<th>Settings</th>
<th>RefCOCO</th>
<th>RefCOCO+</th>
<th>RefCOCOg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>val</td>
<td>testA</td>
<td>testB</td>
</tr>
<tr>
<td>case 1</td>
<td>32.92</td>
<td>36.40</td>
<td>29.26</td>
</tr>
<tr>
<td>case 2</td>
<td>34.32</td>
<td>36.24</td>
<td>33.05</td>
</tr>
<tr>
<td>case 3</td>
<td>34.26</td>
<td>36.01</td>
<td>33.07</td>
</tr>
<tr>
<td>case 4</td>
<td>34.18</td>
<td>35.83</td>
<td>32.29</td>
</tr>
<tr>
<td>case 5</td>
<td>29.09</td>
<td>27.13</td>
<td>33.09</td>
</tr>
<tr>
<td>case 6</td>
<td>29.87</td>
<td>27.86</td>
<td>33.05</td>
</tr>
</tbody>
</table>

Figure 4. Qualitative results on MSCOCO datasets. The denotations of the bounding box colors are as follows. Solid white: ground truth; dashed blue: predicted proposal; dashed yellow: context ground.
4.3.2 RefCLEF Dataset

**Performance Analysis:** We compare our adaptive reconstruction network (ARN) with state-of-the-art supervised referring expression grounding methods. Table 3 reports the results on RefCLEF dataset. We can see that ARN outperforms state-of-the-art result by 10.36%. We can have the following observations. First, with only language reconstruction loss, our method outperforms state-of-the-art result by 6.03%, which indicates our proposed adaptive grounding module taking effect. Second, adding our proposed adaptive reconstruction module, the performance achieves another 3.49% increase compared to with language reconstruction loss only. Third, the attribute classification loss also helps localization, the performance increase by 0.84% compared to previous result.

**Ablation Study:** We study the benefits of each loss module by running ablation experiments. Table 4 reports the results on RefCLEF dataset with different loss proportion. Table 4 shows the result based on different query in the same image. The proposed ARN can handle the location information correctly. The second row shows some examples with context information. ARN correctly grounds both the referential object and context object. The third row shows some difficult examples where multiple objects of the same category exist. It shows that the proposed ARN can help to ground in the hard cases which contain multiple objects of the same category.

### Table 3. Accuracy (IoU > 0.5) on RefCLEF dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRCN [7]</td>
<td>8.59</td>
</tr>
<tr>
<td>Caffe-7K [12]</td>
<td>10.38</td>
</tr>
<tr>
<td>GroundR [29]</td>
<td>10.70</td>
</tr>
<tr>
<td>MATN [45]</td>
<td>13.61</td>
</tr>
<tr>
<td>VC [44]</td>
<td>14.11</td>
</tr>
<tr>
<td>VC w/o α [44]</td>
<td>14.50</td>
</tr>
<tr>
<td>KAC Net [2]</td>
<td>15.83</td>
</tr>
<tr>
<td>ARN (loss&lt;sub&gt;lan&lt;/sub&gt;)</td>
<td>21.86</td>
</tr>
<tr>
<td>ARN (loss&lt;sub&gt;lan&lt;/sub&gt; + loss&lt;sub&gt;adp&lt;/sub&gt;)</td>
<td>25.35</td>
</tr>
<tr>
<td>ARN (loss&lt;sub&gt;lan&lt;/sub&gt; + loss&lt;sub&gt;adp&lt;/sub&gt; + loss&lt;sub&gt;att&lt;/sub&gt;)</td>
<td><strong>26.19</strong></td>
</tr>
</tbody>
</table>

### Table 4. Ablation study on RefCLEF dataset.

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>λ</th>
<th>val</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>0.001</td>
<td>1</td>
<td>10</td>
<td>0</td>
<td>24.14</td>
</tr>
<tr>
<td>case 2</td>
<td>0.01</td>
<td>1</td>
<td>10</td>
<td>0</td>
<td>21.83</td>
</tr>
<tr>
<td>case 3</td>
<td>0.001</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>22.55</td>
</tr>
<tr>
<td>case 4</td>
<td>0.001</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>22.34</td>
</tr>
<tr>
<td>case 5</td>
<td>0.001</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>25.35</td>
</tr>
<tr>
<td>case 6</td>
<td>0.001</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>24.34</td>
</tr>
<tr>
<td>case 7</td>
<td>0.001</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>24.76</td>
</tr>
<tr>
<td>case 8</td>
<td>0.001</td>
<td>1</td>
<td>30</td>
<td>1</td>
<td>26.19</td>
</tr>
<tr>
<td>case 9</td>
<td>0.001</td>
<td>1</td>
<td>40</td>
<td>1</td>
<td>25.53</td>
</tr>
<tr>
<td>case 10</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>21.86</td>
</tr>
</tbody>
</table>

### 4.3.3 Qualitative Results

Fig. 4 shows qualitative example predictions on RefCOCO, RefCOCO+ and RefCOCOg datasets. The query is shown below corresponding images. The ground truth, grounding proposal and context proposal are denoted as solid white, dashed blue and dashed yellow, respectively. The first row shows the result based on different query in the same image. The proposed ARN can handle the location information correctly. The second row shows some examples with context information. ARN correctly grounds both the referential object and context object. The third row shows some difficult examples where multiple objects of the same category exist. It shows that the proposed ARN can help to ground in the hard cases which contain multiple objects of the same category.

### 5. Conclusion

To address the weakly supervised referring expression grounding problem, we propose a novel end-to-end adaptive reconstruction network. The ARN models the mapping between image proposal and query upon the subject, location and context information through adaptive grounding and collaborative reconstruction. Specially, a hierarchical attention model is designed to adaptively ground the query on the proposal with proposal attention and language attention. This model is trained by minimizing a collaborative reconstruction loss, which consists of language reconstruction loss, adaptive reconstruction loss and attribute classification loss. Experiments demonstrate that the proposed method provides a significant improvement in performance on RefCLEF, RefCOCO, RefCOCO+ and RefCOCOg datasets.
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