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In a video conversation, the participants usually remain the same. As the conversation
continues, similar facial expressions of the same person would occur intermittently. However, the 
correlation of similar face features has not been fully used since the conventional methods only 
focus on independent frames. We set up a face feature database and updated it online to include
new facial expressions during the whole conversation. At the receiver side, the database is used to
recover the face distortion and thus improve the visual quality. Additionally, the proposed method 
brings small burden to update the database and is generic to various CODEC. 

The proposed algorithm is composed of two parts: the face database training at the sender side 
and the face distortion recovery at the receiver side. At the sender side, the original video and the 
reconstructed video can be accessed both. To obtain an optimal database, face alignment is 
performed for each frame. The face regions in the original and distorted video frames are
decomposed into overlapping n × n blocks and their positions are recorded. Each training unit is 
composed of three items, original block(�), reconstructed block(�) and the center coordinate(�).
It can be written as � = (�, �, �).  The training units are collected from the first m frames to 
initialize the database. Firstly, we classify the training units into K groups according to the 
reconstructed blocks, by using K-means. Then, if the variance of units coordinates in one group is 
too large, we further separate it into new groups. After initialization, we update the database 
online. For the ith group, the group center is ��� = (��� , ��� , ���) and the number of training units is 
	� .When a new training unit �� = (�� , �� , �� ) arrives, the most correlated group is searched 
according to the reconstructed block similarity and the position constraint{
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 ����2 , ��� 

����2 < �}. Let � = 
��(��� 
 ����2, ��� 
 ��� �2), if � > � we create a new group and add ��  to 
this group. Else if E � � and 	� is smaller than a giving constant integer �, we add �� to the ith

group and update the group center ���  and set 	� = 	� + 1. While 	� arrives at �, we put the group 
center ��� = (��� , ��� , ���) into the database and send it to the receiver side. This group will not be 
updated anymore. The online training processing works till the end of the conversation. At the 
receiver side, the face regions in the decoded frames are divided into non-overlapping n × n
blocks(�� ) and their center coordinates(�� ) is recorded. For the decoded block(�� , �� ), we search 
the most similar unit �� = (�� , �� , �� ) in the database by the condition {
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�� �2 < �}. If ��� 
 �� �
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� �, block �� will be 
recovered by the corresponding original block
�� (�� = �� ). Else, �� keep unchanged. Finally, 
the recovered frames are displayed. 

We compare the proposed method with 
H.264/AVC reference software JM17.1 on test 
sequences in CIF format. Our method obtains
averagely 6.05db gain in face regions and the 
additional burden for the database is averagely 
1.96 units per frame.
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