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ABSTRACT 

With the popularity of Web multimedia data, cross-modality 

retrieval becomes an urgent and challenging problem. Bridg­

ing the semantic gap between different modalities and dealing 

with abundant data are the main challenges for cross-modality 

retrieval. A well-designed dataset could provide a platform 

for developing the state-of-the-art cross-modality retrieval al­

gorithms. However, existing Web cross-modality datasets are 

small in size, or do not contain the full information, for ex­

ample, the hyperlink structure. In this paper, we introduce 

a new Web cross-modality dataset called "WIKI-CMR" by 

selecting Wikipedia as the reliable and information-rich da­

ta resource, and collect data with a smart crawling strategy. 

This dataset is comprised of 74961 documents with textual 

paragraphs, images and hyperlinks. All documents are cate­

gorized into 11 semantic topics. We point out several chal­

lenges on this dataset and use this dataset to evaluate some 

well-known cross-modality retrieval models. 

Index Terms- Multimedia, dataset, retrieval, cross­

modality 

1. INTRODUCTION 

Multimedia information retrieval is a grand challenge in com­

puter science. The aim is to make capturing, storing, finding 

and using digital media an everyday occurrence in our com­

puter environment [1]. With the spread of social media such 

as Twitter, Facebook, Flickr, and YouTube, information is no 

longer delivered in a single modality as before. The amount of 

multi-modality data grows explosively every day. As multi­

modality data can represent a certain topic in a more vivid 

way, they are produced, propagated and shared among com­

mon Web users. At the same time, the demand for searching 

other modality data by providing a single modality query be­

comes stronger and stronger. For example, when we search 
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Fig. 1. an example of Wikipedia webpage 

information of "batman", we wish to get a brief literal in­

troduction, some correlated images and some short videos. 

While mining semantic relation among different data modal­

ities is quite challenging due to the heterogeneity and com­

plexity of multi-modality data. Therefore, cross-modality re­

trieval becomes a challenging problem to be solved. 

During the last decades, different algorithms are proposed 

for cross-modality retrieval. In the context text-to-image re­

trieval, canonical correlation analysis (CCA) is a classical but 

still efficient method which learns the subspaces of two data 

modalities that maximize their correlation. In [2], Hardoon et 

al. propose kernel canonical correlation analysis (KCCA) to 

deal with cross-modality retrieval tasks especially for mate­

retrieval. By projecting cross-modal data into an implicit and 

non-linear space using the kernel trick, KCCA improves the 

performance of cross-modality retrieval. In [3], sparse canon­

ical correlation analysis (SCCA) is proposed to deal with the 

high data dimensionality, and learns a set of sparse projec­

tion vectors. SCCA achieves better performance than KCCA 

when the number of original features is larger than the num­

ber of cross-modal data pairs, by learning the partial correla­

tion model between the two data modalities. Rasiwasia et al. 

[4] combine CCA with semantic abstraction for cross modal­

ity retrieval, and the accuracy of cross-modality retrieval has 

been improved in terms of topic classification accuracy. To 

use the unlabeled data to mitigate over-fitting and enhance 



the model capacity, Semi-CCA [5] is introduced to image an­

notation task, and is proved to be more robust than CCA. 

Besides CCA, the latent topic model such as latent Dirich­

let Allocation (LDA) is another solution to cross-modality re­

trieval. In [6], Blei et al. introduce a new approach, Corr­

LDA, for modeling annotated data with multiple types which 

can be applied to cross-modality retrieval. Based on Corr­

LDA research, Jia et al. [7] construct a Markov random field 

over LDA topic models which does not requires strict one­

to-one correspondence between data modalities, thus better 

effectiveness and flexibility are achieved for cross-modality 

retrieval. By embedding two spaces to a latent space, the 

above-mentioned algorithms can measure the relation of dif­

ferent data modalities in determined or probabilistic manner. 

Besides, Zhuang et al. [8] proposed a new similarity measure­

ment of different data modalities by constructing an uniform 

cross-media correlation graph. Tang et al. [9] focus on the rel­

evance of different modalities in Web image annotation. And 

Geng et al. [10] introduce a method of combining information 

of different modalities in Web image research task. 

Although remarkable success has been achieved, we no­

tice from above-mentioned studies that they established their 

studies on different small scale datasets. For example, in [2], 

they use a combined Web image-text dataset established 

by [11] with 1200 data items that are categorized into 3 cate­

gories. In [3], they use europal German-Danish paired bilin­

gual corpus with only 150 documents to evaluate SCCA. A 

dataset with 1000 images, 300 audio files and 720 texts col­

lected from different webpages is used in [8]. Compared 

with the Internet data corpus, the data sizes in these exist­

ing datasets [2] [3] [8] [11] are too small, hence the reported 

results are not strong and statistical significant. 

When facing with more complicated cross-modality re­

trieval problems, previous algorithms may fail and under­

fitting may be incurred because the model can not make use 

of more information, such as the topic category informa­

tion and hyperlink structure. Rasiwasia et al. [4] start with 

the pioneering research of Web cross-modality retrieval by 

constructing correlation model on the dataset of Wikipedi­

a's "featured article". consequent research, such as [7] also 

collect data from Wikipedia in a similar manner. Although 

the category information has been used in their study, the hy­

perl ink among webpages is missed in a naive pre-processing 

procedure of collecting the dataset, which does not well re­

flect the true data structure from the Web corpus. Besides, a 

well-known dataset "wikidata" introduced by imageclef com­

petition does not contain enough literal information. 

For the research of Web cross-modality retrieval, 

Wikipedia is a reliable data source for constructing a web 

cross-modality dataset as it provides well-edited multi-modal 

data, and it topic coverage is very diversified. Besides, unlike 

some websites with amount of useless and disordered links, 

Wikipedia provides hyperlinks that normally link two seman­

tic highly related webpages. With hyperlinks, webpages in 

Wikipedia are highly structured. In this paper, we design a 

smart data crawling strategy to collect the data and construct 

the dataset to ensure the wide topic coverage and preserve the 

useful hyperlink of the content. 

The rest of paper is organized as follows: we explain how 

we construct the dataset in section 2. We illustrate the proper­

ties of our dataset in section 3. In section 4, we point out some 

challenges on this dataset. In section 5, we conduct compari­

son on some cross-modality retrieval algorithms. Future work 

is provided in section 6. 

2. DATASET CONSTRUCTION 

2. 1. Collecting and processing data 

Generally, a webpage of Wikipedia usually includes three 

types of information, the literal information presented as a 

text, visual information presented as images and content inter­

relationship presented as hyperlinks. Therefore, when collect­

ing data we stored the webpage information in three subfold­

ers as text, images and hyperlinks respectively.(Our collecting 

strategy compliance with http://en.wikipedia.org/robots.txt ) 

Instead of randomly choosing the content, we conscious­

ly design a list of 500 items which are mainly focusing on 

the fields of culture, geography, natural, people and history. 

Such items offer more images and reliable semantic informa­

tion compared with the items from other fields such as mathe­

matic, technology and philosophy. With the downloaded 500 

webpages, we have a considerable number of hyperlinks from 

them which can be used as new items. After collecting those 

new items' webpage information, we will have more hyper­

links again that can be used as new items. This breadth-first 

strategy can guarantee that we can find at least one linked 

webpage for every webpage as explained in section 2.3. 

After 3 month collection, we obtain 6381 webpages. Al­

l the webpages are labeled into 11 categories (culture and 

the arts, people and self, geography and places, society and 

social science, history and events, natural and physical sci­

ence, technology and applied science, religion and belief sys­

tem, health and fitness, mathematic and logic, philosophy and 

thinking) [12] by several non-expert students. The score rang­

ing from 0 to 2 indicates the confidence of correlation be­

tween the webpage and the category. Score 2 denotes that the 

webpage is categorized into this category. One webpage can 

be and only be categorized into one category. Score 1 repre­

sents the webpage is semantically relevant with the category 

but the webpage doesn't belong to this category. Otherwise, 

the score 0 means the webpage has no semantic relationship 

with the category. At last, we have a label matrix for 6381 

webpages. 

The texts are split into several paragraphs according to 

the headline information located at the middle top of web­

pages, as showed in Fig.l. In fact, the text of William Shake­

speare webpage is split into 26 paragraphs based on the con­

tent blocks in our data processing procedure. Some of the 

paragraphs are eliminated during the feature extraction pro-
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Fig. 3. collecting and preprocessing data 

cess discussed in section 2.2. We also record how the image 

is original placed with some paragraph, which is the impor­

tant co-occurrence information of two data modality. Each 

paragraph may have several related images or none. And 

those hyperlinks within the webpage that do not link to any 

Wikipedia content webpages are eliminated. After the proce­

dure, the dataset contains 74961 documents. Each document 

includes one paragraph, one related images( or no image ), 

category label, and hyperlinks. 

2.2. Feature extraction 

Since the Web visual content is usually divergent in semantics 

(our dataset cover all the 11 diversified topic categories), dif­

ferent visual features are needed to provide complementary 

visual description. To this end, we can extract some state-of­

the-art visual features. Dense sift feature [13] shows signifi­

cantly improved performance on the challenging scene cate­

gorizing task. We extract dense SIFT descriptors and to learn 

a codebook with size of 512 by sparse coding [14]. Each 

image is represented by a 10754-dimensional vector with the 

max-pooling and 3-level spatial pyramid method [15]. Gist 

feature [16] is used for scene categorizing and provides an 

efficient way for visual context modeling. We calculate two 

types of GIST feature in our dataset namely, the GIST on the 

whole image and the concatenation of GIST descriptors of 

4*4 spatial image blocks. LBP feature [17] is a theoretical­

ly and computationally simple yet efficient feature for texture 

modeling and face recognition. Due to the large number of 

texture and human face images in our dataset, LBP feature 

is also calculated for each image. Meanwhile, PHOG fea­

ture [18] significantly outperforms existing features on object 

detection. 180 degree and 360 degree of PHOG are calculat­

ed for each image respectively. Self-similarity [19] is another 

well-known feature for measuring similarity between visual 

entities (images or videos). The coding and pooling method 

of Self-similarity is the same as Dense-Sift. 

We use the Term Frequency-Inverted Document Frequen­

cy (TF-IDF), a very conunon but efficient feature, to repre­

sent each textual paragraph. We first construct a codebook of 

more than 380k words from all the paragraphs. Then the re­

fined codebook of 73212 words is generated by removing stop 

words and words with extremely low and high frequencies. 

However, we find that the text feature with 73212 dimensions 

will lead to explosive computation burden and poor perfor­

mance brought by the curse of dimensionality. Therefore, we 

use SVD decomposition to reduce the feature dimension to 

2000. Finally, each of the 74961 paragraphs is represented as 

a 2000-dimensional feature vector. 

2.3. dataset organization 

Each paragraph has a category label which is the same as the 

original webpage's category label. As the hyperlinks link a 

webpage to another webpage, it is difficult to assign the hy­

perlinks to paragraph-to-paragraph level. Hence, all the doc­

uments have the same hyperlink list as the original webpage 

. In this dataset, 23490 documents contain a paragraph pre­

sented as a 2000-dimensional TF-IDF text feature, correlated 

images represented as 8 types of visual features, label infor­

mation and hyperlinks, and the rest of documents only con-



tain a paragraph, label information and hyperlinks due to the 

lack of images in the original webpage. And a comparison of 

existing cross-modality datasets are conducted in Table. 1 I. 

3. PROPERTIES OF THE DATASET 

Reliability Wikipedia is a free, collaboratively edited and 

multilingual Internet encyclopedia. The content in Wikipedia 

is reliable and rich. Articles and images in the same web­

page are highly semantically related. It assures that most 

co-occurred texts and images can be used as ground-truth 

without complex processing. Moreover, the Wikipedia web­

pages are edited by millions of volunteers, anyone can re­

fine the webpage if they find mistakes or want to enrich the 

webpage. Therefore, the updating and modifying speed of 

Wikipedia webpage is faster than normal webpages. Some 

investigation [20] showed that the quality of the articles from 

Wikipedia came close to the level of accuracy of Encyclope­

dia Britannica and had a similar rate of "serious errors". 

Imbalance. Different from other datasets used in previous 

research, this dataset is imbalanced. Images and paragraph­

s are not strictly organized into one-to-one correspondence. 

Some paragraphs may have more than one image while some 

don't have a co-occurred image. Single modality data will 

occur in our dataset while they are usually eliminated in oth­

er datasets. This imbalanced dataset better reflects the true 

data infrastructure of the Internet. Moreover, people would 

be likely to conduct cross-modality retrieval among different 

websites. For example, they may search textual descriptions 

from Twitter by providing an image from Flickr. In such sit­

uation, the imbalance property is ubiquitous and one should 

develop better cross-modality retrieval algorithms to deal with 

this difficulty. 

Hyperlink. When an Web ontology appears in a paragraph, 

a hyperlink is produced in the form of blue words (as shown 

in Fig.l). Hyperlinks reflect the semantic relation between 

ontologies of the webpages (documents) and also represen­

t the interaction, collaboration, or influence information a­

mong webpages (documents). The information of intra­

relationship among documents has never been introduced to 

cross-modality retrieval dataset while it contains much infor­

mation both in semantic and webpage link structure. These 

intra-relationship information could help the algorithms to 

learn the semantic relation among documents better. 

4. CHALL ENGES OF THE DATASET 

4. 1. Effective retrieval models 

For Web cross-modality retrieval, Image-to-text and text-to­

image retrieval are fundamental yet challenging problems 

that need further investigation. The main challenges on this 

dataset include: 1) how to model the intra-modal relation and 

inter-modal relation among the cross modal documents; 2) 

how to take advantage of various types of information for 

lTexts in WIKIDATA are descriptors. Texts and category information in 

NUS-WIDE are noisy tags. 

model development, including the intra-modal relation, inter­

modal relation, label information and structure information; 

3) how to provide a unified measurable representation on 

which the semantic relevance of cross modal data can be cal­

culated. Besides, another interesting challenge on this cross 

modal dataset refers to the intra-model retrieval. For example, 

given an image query, one may like to retrieve those seman­

tically relevant images. In this case, the rich context such as 

the hyperlinks and co-occurred textual description can be very 

useful for model construction. 

4.2. Dealing with hyperlinks 

Link analysis was firstly used for ranking webpages. Gen­

erally speaking, a webpage with more hyperlinks is assumed 

to be more important. Such phenomenon illustrates that hy­

perlinks contain much information that help us improve the 

cross-modality retrieval performance. Besides, link analysis 

draws much attention as it can be used to mining implicit se­

mantic relevance among Web data. In documents taxonomies 

context, Ho et al. [21] shows that automatically induced tax­

onomies can be made more robust by combining text with 

relational links. In our dataset, hyperlink is only produced 

when one taxonomy appears in another's article. Therefore, 

analyzing hyperlink help us better recover and reconstruct the 

semantic relevance structure of the dataset. 

Moreover, hyperlink can be used as a special similari­

ty measurement among documents. The importance of the 

hyperlinks may be diversified due to their locations and fre­

quency. Once the importance of the hyperlinks are properly 

weighted, the semantic similarity model among documents 

can be constructed, which provides a potential possibility that 

the accuracy of cross-modality retrieval can be improved. 

5. EXPERIMENTS AND ANALYSIS 

In this section we use this dataset to evaluate some cross­

modality retrieving models. As CCA and its variants can not 

deal with unpaired data, we choose 23490 multimedia docu­

ments that contain a paragraph and an image to evaluate these 

models. Each document will contain only one image after a 

random sampling procedure. 

5. 1. CCA 
In this section, we conduct our experiments with original C-

CA. We randomly split all 23490 documents into 20000 train­

ing and 3490 testing data and employ CCA to learn the pro­

jecting vectors of the two original feature spaces. For visual 

content, we use Dense-Sift feature, color moment and Self­

Similarity features to conduct our experiment respectively. 

We project test data into the subspace using the learned pro­

jecting vectors computed during the training procedure. Para­

graphs and images are used as queries for text-to-image and 

image-to-text retrieval, respectively. And the dimensions of 

the projecting subspace is set as 50, 100, 150, 200, 250 and 

300. We calculate the inner product of the query's feature vec­

tor and every returned result feature vectors in the subspace. 

The higher the value of inner product is, the more similar the 



Dataset Text number Image number Other documents Image feature Web structure Category information 

Wiki-CMR 74,961 38,804 x 8 types V V 
Dataset in [2] 1 ,200 1 ,200 x 2 types x V 
Dataset in [4] 2,866 2,866 x Sift+BOW x V 
Dataset in [7] 1 ,987 1 ,987 x Sift+BOW x V 
Dataset in [8] 1 ,000 300 720 3 types x V 
WIKIDATA 44,664 237,434 x x x x 
NUS-WIDE 5,018-Dim tags 269,648 x 6 types x V 

Table 1. A comparison of existing cross-modality datasets 
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two documents are. We consider this retrieval process is suc­

cessful in the top 5 evaluation if the ground-truth is appeared 

in the first 5 returned documents and successful in the top 10 

evaluation if the ground-truth is appeared in the first 10 re­

turned documents. 

The result is shown in Fig.4. In both image-to-text and 

text-to-image retrieval contexts, with higher projected dimen­

sion, the performance keeps improving. But the best precision 

is lower than 4.5% on the dataset. Dense-Sift feature (denoted 

with d-sift in FigA) achieves better result than Self-Similarity 

feature (denoted with ss in FigA) and color moment feature 

(denoted with cm in FigA). For Dense-Sift feature, the result 

of text-to-image retrieval is better than image-to-text retrieval. 
5.2. KCCA 

In this section, the kernelized correlation analysis (KCCA) 

is evaluated. We split the data into two parts, 11745 train­

ing and 11745 testing. For visual modality a gaussian kernel 

(with CJ set to be the average distance between images) on the 

50 100 200 300 400 450 500 550 

Numbers of projecting vectors used 

Image-ta-text retrieval 

50 100 200 300 400 450 500 550 

Numbers of projecting vectors used 

Text-ta-image retrieval 

Fig. 6. Comparison of top 5 and top 10 evaluation 

Dense-Sift feature or self-similarity feature is used. For textu­

al modality we use the inner product on the reduced 2000-dim 

features. We project testing data into the projected subspace 

using the vectors learned during the training. The number of 

projected subspace is set as 50, 100, 200, 300, 400, 450, 500 

and 550. The evaluation criteria is the same as section 5.l. 

As can be seen in Fig.5, Dense-Sift feature (denoted as 

d-sift in Fig.5) outperforms Self-Similarity feature (denoted 

as ss in Fig.5). When the dimension of projecting subspace 

is 50, the accuracy of retrieval is poor. When the dimen­

sion is 100, we observe great improvement on the precision 

curve. The performance keeps stable when the number is 

higher than 400. The best result is about 4%, while result 

reported in [2] the best result is 90.97%. It indicated that our 

dataset is more Challenging. Similar with CCA, the accuracy 

of text-to-image retrieval is better than image-to-text retrieval. 

As shown in Fig.6, the performance of top 10 accuracy does 

not outperform much than top 5 accuracy using Dense-Sift 

feature. 

6. DISCUSSION AND FUTURE WORK 

In this paper, we introduce a new cross-modality retrieval 

dataset which will be released in the future and evaluate some 

cross-modality retrieval algorithms on it. Our future works 

mainly focus on two parts. 

6. 1. Increasing the data size 

This dataset has already contained more texts and images than 

the datasets used before. In future work, we will continue 

to download Wikipedia webpages according to the strategy 

used in this paper. We also notice that Wikipedia has different 



language versions. The same topic item may have different 

literal descriptions and images in different languages. Such 

multi-lingual content can not be treated as a simple translation 

problem since they are produced and edited by different users 

from different countries. Moreover, we may also consider to 

collect data from more types of modalities, such as audio and 

video data in future works. 

6.2. Studying cross modality retrieving models 

Different from previous datasets used for cross-modality re­

trieval, our dataset contains more information which better 

reflects the true Web data structure. In future works, we will 

conduct evaluation on more state-of-the-art cross-modality 

retrieval algorithms and show how these approaches take ad­

vantage of the rich context information in this dataset. Be­

sides, we will study new cross-modality retrieval algorithm­

s. As shown in the experiments part, existing cross-modality 

retrieval algorithms do not perform well on this dataset, es­

pecially for image-to-text retrieval. A better algorithm which 

performs well on this dataset using both category and hyper­

link information will be the goal of future study. 
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