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Abstract—In this paper, we present a method named Cross-Modal Knowledge Adaptation (CMKA) for language-based person search. We argue that the image and text information are not equally important in determining a person’s identity. In other words, image carries image-specific information such as lighting condition and background, while text contains more modal agnostic information that is more beneficial to cross-modal matching. Based on this consideration, we propose CMKA to adapt the knowledge of image to the knowledge of text. Specially, text-to-image guidance is obtained at different levels: individuals, lists, and classes. By combining these levels of knowledge adaptation, the image-specific information is suppressed, and the common space of image and text is better constructed. We conduct experiments on the CUHK-PEDES dataset. The experimental results show that the proposed CMKA outperforms the state-of-the-art methods.

Index Terms—Language-based person search, cross-modal knowledge adaptation, image-specific information.

I. INTRODUCTION

LANGUAGE-BASED person search aims to retrieve specific person images from a large scale database according to a given textual description. It plays an important role in video surveillance due to its wide application in public security, information retrieval, and large-scale video analysis. Compared with images, textual descriptions of a query person are sometimes more accessible and contain comprehensive information. For example, it is difficult to obtain a photo of a suspect in advance, but there is a description from the victim. Thus, language-based person search has been attracting increasing research attention in recent years.

The general way to perform language-based person search is to calculate the similarity between images and texts and rank the candidate images according to the similarity. However, the inconsistent representation of different modalities makes it difficult to directly measure the similarity between visual images and textual descriptions. To address the problem, some methods build a similarity learning network [1]–[3] to compute the similarity between image and text. Other methods project the features of different modalities into a shared space [4]–[7] to learn the common representation. One advantage of the common representation learning method is that the distance between features can be calculated directly in the shared space, so there is no need to repeatedly extract the features of the same image or text for each image-text pair as similarity learning methods do. Considering the great potential in learning discriminative features and the higher computational efficiency in the test stage, in this paper, we tackle language-based person search from the perspective of common representation learning.

Most of the common representation learning methods project image features and text features into a shared space in an equal manner. However, the information contained in an image and a text is not equal. Since text provides a description of the person in an image, it summarizes partial image information. In other words, images contain image-specific information that is rarely described by texts, such as lighting condition, image resolution, viewpoint, background, pedestrian subtle gestures, noise, and so on. Therefore, the two modalities actually carry unequal amount of information and the relationship between them is asymmetric.

Unequal amount of information of image and text will result in redundancy of image information and difficulty in aligning features across different modalities. As shown

Fig. 1. Imbalanced information between image and text. The image-specific information such as lighting condition and background rarely appears in the text. When we compare the image and the text of a pedestrian, we only consider whether the common information of them is consistent.
in Fig. 1, when humans compare the image and text descriptions of a pedestrian, they only consider whether the common information (e.g., glasses, maroon polo shirt) of the image and the text is consistent. The image-specific information such as background and lighting condition does not contribute to cross-modal matching, but instead leads to heterogeneity between different modalities and increases the difficulty of projecting the features of images and texts into a common space. The performance of retrieval will therefore be affected.

Another problem of the image-specific information is that it may be detrimental to the learning of image representation. For example, in Fig. 2a, the key difference between these two different pedestrians with similar appearance is the patterns of the clothes. During the training stage, due to different lighting conditions, the model tends to distinguish the two images by lighting condition rather than the details of the clothes, which is more difficult to capture. At the testing stage, ignoring such details will result in the neglect of an important clue for cross-modal matching. Similarly, in Fig. 2b, due to the misalignment caused by different viewpoints, it is difficult to attend to the attribute of whether the pedestrian holds a white bag in his right hand. In these two figures, texts which describe persons’ characteristics are inherently capable of telling the key and subtle differences between two people. Therefore, text can be used to guide image features to enrich them with important person details while avoiding the interference of image-specific information.

In light of the above observation, in this paper, we propose a method named Cross-Modal Knowledge Adaption (CMKA) to suppress image-specific information while getting benefit from text knowledge. In the proposed method, we adapt the knowledge of image to the knowledge of text at different levels. For the knowledge of individual data, we propose feature adaptation between the image and the text. For the structural knowledge of the entire data embedding space, we perform list-wise adaptation between modalities. For the knowledge of class relationship, we propose class probability adaptation. By combining these levels of knowledge adaptation, the amount of information from the image modality and the text modality is balanced, so that the features of different modalities can be projected more effectively into one common space. Moreover, the text feature that tells important details drives the image representation network to discover more textual-visual correspondences between the image and the text. Thus, an image feature that can better match the corresponding text is obtained.

To demonstrate the effectiveness of our method, we conduct extensive experiments on the CUHK-PEDES dataset. The results show that the proposed method improves the performance of language-based person search with a significant margin and achieves state-of-the-art performance.

The remainder of this paper is organized as follows: Section II reviews the relevant works. Section III introduces the proposed CMKA method. Extensive experimental results are presented and analyzed in Section IV, and finally the paper is concluded in Section V.

II. RELATED WORK

A. Language-Based Person Search

Language-based person search is a task of retrieving person images from image database according to a textual description, which is different from image or attribute-based person search [8]–[15] and language-based person segmentation [16]. Li et al. [1] collect the CUHK-PEDES dataset with detailed language description annotations and propose the task of language-based person search. The methods of language-based person search can be divided into two categories: similarity learning methods and common representation learning methods.

The similarity learning methods calculate the similarity score of image and text in the network. Li et al. [1] propose a recurrent neural network with gated neural attention mechanism (GNA-RNN) to learn affinities between sentences and person images for this task. In the network, the unit activation is used to represent the existence of certain appearance pattern in an image. The unit-level attention is used to relate each word with the units. The word-level gate represents the importance of each word. Li et al. [3] propose an identity-aware two-stage framework for the task. The stage-1 network compares the input feature with the dynamic buffer of the other modality. It filters out easy negative samples and provides initialization for the stage-2 network. In the stage-2 network, the spatial attention module is used to weight different image regions for each word. The latent semantic attention module is used to align different sentence structures with decoder LSTM. Chen et al. [2] propose an efficient patch-word matching model to accurately capture the local matching details between image and text. In the method, the affinity between an image and a word is calculated as the maximum patch-word affinity. They also propose an adaptive threshold mechanism to limit the affinity scores that exceed the threshold corresponding to the word, thereby reducing the sensitivity of the model to the affinity scores of certain image-word pairs. Chen et al. [17] build global and local associations for image-text pairs. In the global discriminative association, the binary cross-entropy loss pulls the positive image-text pairs closer and pushes the negative ones far away. In the local reconstructive association, they use the image feature attended by the text feature to reconstruct the text.

The common representation learning methods aim to project features of different modalities into a common space. Zheng et al. [4] view each image / text group as a class
and propose the instance loss to improve the intra-modal discriminability of the model. They build a dual-path CNN to conduct end-to-end training on both image and text branches. Different from the above methods of building similarity learning networks, they project the features of different modalities into a common space and then calculate the similarity. To learn discriminative image-text embeddings, Zhang and Lu [18] propose a cross-modal projection matching loss and a cross-modal projection classification loss. The cross-modal projection matching loss minimizes the KL divergence from the true matching probability to the estimated matching probability of an image-text pair. The cross-modal projection classification loss replaces the original single modal feature with cross-modal projection to calculate the norm-softmax. Wang et al. [19] propose a mutually connected classification loss to effectively utilize the identity-level information. They also use an attention module to capture the different contributions of words in the text representation network. Jing et al. [20] propose a pose-guided multi-granularity attention network to learn multi-granularity image-text relevance. In the coarse alignment network, a hard attention module selects the image regions related to the text to calculate the similarity score. In the fine-grained alignment network, the human body part and noun phrase are aligned through the guidance of pose information.

However, these methods ignore the information imbalance between the image and the text, and include image-specific information in the feature extraction process. In this paper, we suppress image-specific information through knowledge adaptation. We also extract more robust image features under the supervision of texts, which are inherently capable of telling key and subtle details of people.

B. Knowledge Distillation

Knowledge distillation is a way of transferring knowledge from the teacher model to a student model to improve the performance of student networks. The idea can be traced back to Breiman and Shang’s work [21]. In recent years, it has been proven effective by many works [22]–[29]. Hinton et al. [22] exploit this method in the image classification task and name it knowledge distillation. Romero et al. [30] propose a framework to compress wide and deep networks into thin and deeper ones, by introducing intermediate-level hints from the teacher hidden layers to guide the training process of the student. Zagoruyko and Komodakis [24] present several ways of transferring attention from one network to another. Sau and Balasubramanian [31] propose a simple methodology to include a noise-based regularizer while training the student from the teacher, which provides a healthy improvement in the performance of the student network. Yim et al. [32] define the distilled knowledge to be transferred in terms of flow between layers, which is calculated by computing the inner product between features from two layers. Park et al. [33] introduce a approach, dubbed relational knowledge distillation (RKD), that transfers mutual relations of data examples.

Recently, Knowledge distillation is also designed to adapt to other tasks such as object detection, semantic segmentation, and natural language processing. Chen et al. [34] use knowledge distillation to improve object detection performance. They propose to handle the regression component through a teacher bounded loss. They also help the student to learn from the intermediate teacher distributions by using adaptation layers. Liu et al. [35] propose the pair-wise distillation and the holistic distillation for dense prediction tasks. The pair-wise distillation constrains the pair-wise similarities of the outputs of the student network and the teacher network to be consistent. The holistic distillation transfers holistic knowledge by using adversarial learning. For natural language processing tasks, Jiao et al. [36] propose to distill the knowledge of BERT, which has good performance but is computationally intensive. A two-stage learning framework is proposed to perform Transformer-based distillation at the pre-training and fine-tuning stages.

Note that in most of these works, knowledge distillation aims to improve the performance of a single student network, which has a smaller size than the teacher network. The teacher network and the student network are of the same type and have the same input. However, the motivation and framework of this paper are different. In this paper, knowledge adaptation aims to improve the matching ability of two networks by balancing the information of them. And the image network and the text network are of different types and have inputs from different modalities.

C. Cross-Modality Re-Identification

Language-based person search is related to other cross-modality re-identification tasks such as RGB-infrared(IR) re-identification. Several methods are proposed for the task. Ye et al. [37] propose a two-stage framework. In the first stage, the identity loss and the contrastive loss are used for feature learning. In the second stage, the modality-specific and modality-shared metrics are optimized for metric learning. Wu et al. [38] introduce a focal modality-aware similarity-preserving loss to keep the cross-modality similarity consistent with the same-modality similarity. They also design a modality-gated node as a universal structure that can represent both modality-specific and shared nodes to construct a structure-learnable feature extractor. Wang et al. [39] jointly model pixel alignment and feature alignment. By playing a min-max game among the pixel generator, the feature generator and the joint discriminator, the identity-consistent features are learned, and the cross-modality and intra-modality variation is reduced.

Most of these methods treat two modalities in the same way. However, in language-based person search, the relationship between the image modality and the text modality is asymmetric. Since text is annotated based on image, text information can be regarded as a subset of image information. Therefore, unlike the above methods, we perform knowledge adaptation in an asymmetric manner. We only adapt image knowledge to text knowledge to suppress image-specific information.

III. PROPOSED METHOD

In this section, we present the proposed approach in detail. First, we introduce the overall framework of the method.
Then we describe the network architecture of the image representation network and the text representation network. Next, we illustrate the proposed CMKA method. Finally, the objective function is presented.

The overall framework of the method is shown in Fig. 3. As shown in the figure, an image representation network is used to extract image features. A text representation network is used to extract text features. The proposed cross-modal knowledge adaptation is performed at three different levels: individuals, lists, and classes. The instance losses $L_{\text{img}}$ and $L_{\text{txt}}$ are used to ensure the discriminability of the image representation network and the text representation network.

**A. Image and Text Representation Network**

Given a collection of $N$ tuples, denoted $\Psi = \{(I_i, T_i, c_{gt}^i)\}_{i=1}^N$, each tuple contains an image sample $I_i$, a text sample $T_i$, and an identity label of the image sample and the text sample $c_{gt}^i$. We construct an image representation network to extract the feature of $I_i$ and a text representation network to extract the feature of $T_i$.

For the image $I_i$, we use ResNet-50 [40] with the final fully-connected layer removed as image representation network to extract the visual feature. To make the dimension of the image feature consistent with the dimension of the text feature, we perform a $1 \times 1$ convolution before the average pooling layer to convert the number of channels to 1,024. Finally, the network generates a 1,024-dimensional feature vector $F^{\text{img}}$ as follows,

$$f^{\text{img}}_i = F^{\text{img}}(I_i),$$  (1)

where $F^{\text{img}}(\cdot)$ represents the forward pass process of the image representation network.

For a sentence $T_i$ with the same identity as the image $I_i$, we encode its $t$-th word into a length-$K$ one-hot vector $v_i(t)$, where $K$ is the vocabulary size. Then we transform the one-hot vector into a 300-dimensional word embedding:

$$x_i(t) = W_e v_i(t),$$  (2)

where $W_e$ is a $300 \times K$-dim embedding matrix. Since bi-directional LSTM (bi-LSTM) is useful for capturing the bidirectional long-term dependencies between words, we adopt bi-LSTM to extract text features. The hidden states of forward and backward directions are formulated as

$$\tilde{h}_i(t) = \text{LSTM}(x_i(t), \tilde{h}_i(t - 1)),$$  (3)

$$\tilde{h}_i(t) = \text{LSTM}(x_i(t), \tilde{h}_i(t + 1)),$$  (4)

where $\tilde{h}_i(t - 1)$ is the previous hidden state of forward direction. $\tilde{h}_i(t + 1)$ is the next hidden state of backward direction. Then the hidden states of forward and backward directions are concatenated, and a max-pooling strategy is used to obtain the 1,024-dimensional text representation $f^{\text{txt}}_i$, which can be formalized as

$$f^{\text{txt}}_i = \max_t(\text{concat}(\tilde{h}_i(t), \tilde{h}_i(t)))$$  (5)

**B. Cross-Modal Feature Adaptation**

At the individual level, we propose cross-modal feature adaptation to avoid the imbalanced relationship between different modalities. Intuitively, a text is a description based on the person in its corresponding image, which means that most of its information is derived from the image. However, some of the information in the image is hardly mentioned by natural language descriptions. For example,
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where $q_i^{img}(c)$ and $q_i^{txt}(c)$ are class probability of the two modalities. $\tau$ is the temperature parameter that has an influence on the transformation performance of softmax function. The higher value $\tau$ has, the softer class probability it produces.

In order to suppress the image-specific information, we use Kullback–Leibler divergence, a commonly used measure of the difference between two probability distributions, to match the predicted class probabilities of the image and the corresponding text. The objective function of cross-modal class probability knowledge adaptation (PKA) is formulated as

$$
L_{PKA} = KL(q_i^{txt}, q_i^{img}),
$$

where $KL(\cdot)$ is the Kullback-Leibler divergence between two probabilities. Similarly, $L_{PKA}$ is not back-propagated through the text representation network during model training unless specified.

Note that we do not directly use the class probability of instance loss (see Sec.III-E) for knowledge adaptation, where the temperature can be regarded as 1. This is because the less extreme probability is more informative for knowledge adaptation. It implies the relative probabilities of incorrect answers, which tell a lot about how the text model tends to generalize.

In the three levels of knowledge adaptation, we adapt the knowledge of image to the knowledge of text. Another option for performing knowledge adaptation is to adapt the knowledge of text to the knowledge of image. The knowledge adaptation of this direction is not appropriate. Since text is generated from image, text information can be regarded as a subset of image information. Therefore, text does not have much modal-specific information to be eliminated. We also conduct knowledge adaptation experiments in this direction and both directions. Both are worse than just adapting the knowledge of image to the knowledge of text, which is discussed in Sec.IV-B.

### E. Objective Function

In order to ensure the intra-modal discriminability of the image representation network and the text representation network, we also adopt the instance loss [4] to learn to classify the features of each modality. It can be formulated as

$$
o_i^{img} = \text{softmax}(W_{share} f_i^{img}),
$$

$$
L_{img} = -\log(o_i^{img}(c_i^{gt})),
$$

$$
o_i^{txt} = \text{softmax}(W_{share} f_i^{txt}),
$$

$$
L_{txt} = -\log(o_i^{txt}(c_i^{gt})),
$$

where $o_i(c_i^{gt})$ is the predicted possibility of the right class $c_i^{gt}$.

To summarize, the final objective function is expressed as the weighted sum of the identification loss and the proposed losses:

$$
\mathcal{L} = \lambda_0 (L_{img} + L_{txt}) + \lambda_1 L_{FKA} + \lambda_2 L_{LKA} + \lambda_3 L_{PKA},
$$

where $\lambda_0, \lambda_1, \lambda_2$, and $\lambda_3$ are the weights to balance the effects of different losses.

### F. Model Testing

As shown in Fig.4, during testing, we extract the 1,024-dimensional text feature $f_i^{txt}$ by text representation network and the 1,024-dimensional image feature $f_i^{img}$ by image representation network. We use the cosine distance to evaluate the similarity between the query sentence and each candidate image. The final retrieval result is based on the similarity ranking.

### IV. EXPERIMENTS

We evaluate the proposed approach following the standard protocol on the language-based person search benchmark. We compare the proposed CMKA to state-of-the-art methods. Extensive experiments demonstrate that CMKA achieves superior performance over the state-of-the-art methods. Moreover, we investigate the effectiveness of each component of CMKA.

#### A. Experimental Settings

1) Dataset: To our knowledge, there is only one public dataset for language-based person search, i.e., CUHK-PEDES [1]. The CUHK-PEDES dataset contains 40,206 images of 13,003 person identities. Each image is described by two sentences. The training set consists of 11,003 persons, 34,054 images, and 68,108 sentence descriptions. The validation set and test set contain 3,078 and 3,074 images, respectively, and both of them have 1,000 persons.

2) Evaluation Metric: The Recall@K (K = 1, 5, 10) is chosen to evaluate the performance following [1]. Recall@K (or R@K) indicates the percentage of the queries where at least one ground-truth is retrieved among the top-K results.

3) Implementation Details: For the text representation network, we set the hidden dimension of bi-LSTM as 512. The vocabulary size is 7,163. We use the word2vec initialization for the embedding matrix $W_e$. For the image representation network, we follow some of the settings in [4]. We initialize the weights of image representation network with ResNet-50 pre-trained on ImageNet [43]. While training, the images are resized to $224 \times 224$ pixels which are randomly cropped.
from images whose shorter size is 256. We also perform simple data augmentation such as horizontal flipping. Dropout is applied to the image representation network and the text representation network, and the dropout rate is 0.8. We set the max text length to 56. The batch size is 32. We set both representation network, and the dropout rate is 0.8. We set the simple data augmentation such as horizontal flipping. Dropout from images whose shorter size is 256. We also perform

B. Ablation Studies

1) Effectiveness of Each Component: In Table I, we evaluate the effectiveness of different components of the proposed method on the CUHK-PEDES dataset. We implement a baseline and several variants of the model. The loss constraints adopted by each method are also illustrated in the table. Baseline only uses instance loss. FKA additionally adapts knowledge at the feature level. FKA + LKA uses the feature adaptation and the list-wise adaptation. FKA + LKA + PKA combines FKA, LKA, and PKA to adapt knowledge at three levels.

For R@1, R@5, and R@10, FKA improves 2.73%, 2.53%, and 2.4% over Baseline. The result indicates that feature adaptation can promote the balance of information between modalities. Textual-visual correspondences between the image and the text are more effectively learned. LKA further increases the performance from 49.64%, 70.66%, and 79.40% to 51.88%, 72.69%, and 80.00%, respectively. When FKA, LKA, and PKA are combined, the performance is once again enhanced to 54.69%, 73.65%, and 81.86%, and achieves the best. Compared with Baseline, the improvement reaches 7.78%, 5.52%, and 4.86% on the three indicators. This result demonstrates that FKA, LKA, and PKA are complementary to each other. Each component of our method makes contribution for better matching the image and the text.

2) Adapting Text Knowledge to Image Knowledge: Another option for knowledge adaptation is to adapt the information of the text to the information of the image, which means that during model training, the loss is not back-propagated through the image representation network, but through the text representation network. The result is shown by CMKA (Image-to-Text) in Table II. It can be seen that Image-to-Text CMKA deteriorates the performance of Baseline. The R@1, R@5, and R@10 of Image-to-Text CMKA are 2.08%, 1.87%, and 1.68% lower than Baseline, respectively. The table also shows the result of CMKA in both directions. The R@1, R@5, and R@10 of CMKA (Both directions) are 50.28%, 70.05%, and 77.49%, respectively. The result is better than Baseline but worse than CMKA (Text-to-Image).

These results suggest that adapting text knowledge to image knowledge is not appropriate for the language-based person search task. On the one hand, in language-based person search, the information of the texts is mainly derived from images. Texts do not have much modal-specific information to be eliminated. On the other hand, it is not practical to enforce the text representation to fit the image representation, which inherently has extra information.

3) Influence of Hyper-Parameters: We evaluate the effect of \( \lambda_0, \lambda_1, \lambda_2, \) and \( \lambda_3 \) on our method. When investigating the impact of a hyper-parameter, we fix other hyper-parameters. The results are shown in Fig.5. The results show that the performance of our method remains stable with the change of \( \lambda_0, \lambda_1, \lambda_2, \) and \( \lambda_3. \)

4) Knowledge Adaptation With Text Representation Network Fixed: In our approach, the text representation network as the guider is being trained while the image knowledge is adapted to the text knowledge. We also evaluate the way in which knowledge adaptation and text representation network

<table>
<thead>
<tr>
<th>Method</th>
<th>Losses</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>✓✓</td>
<td>46.91</td>
<td>68.13</td>
<td>77.00</td>
</tr>
<tr>
<td>FKA</td>
<td>✓✓✓</td>
<td>49.64</td>
<td>70.66</td>
<td>79.40</td>
</tr>
<tr>
<td>FKA+LKA</td>
<td>✓✓✓✓</td>
<td>51.88</td>
<td>72.69</td>
<td>80.00</td>
</tr>
<tr>
<td>FKA+LKA+PKA (CMKA)</td>
<td>✓✓✓✓</td>
<td>54.69</td>
<td>73.65</td>
<td>81.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>46.91</td>
<td>68.13</td>
<td>77.00</td>
</tr>
<tr>
<td>CMKA (Image-to-Text)</td>
<td>44.83</td>
<td>66.26</td>
<td>75.32</td>
</tr>
<tr>
<td>CMKA (Text-to-Image)</td>
<td>54.69</td>
<td>73.65</td>
<td>81.86</td>
</tr>
<tr>
<td>CMKA (Both directions)</td>
<td>50.28</td>
<td>70.05</td>
<td>77.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>46.91</td>
<td>68.13</td>
<td>77.00</td>
</tr>
<tr>
<td>CMKA</td>
<td>50.57</td>
<td>70.19</td>
<td>79.00</td>
</tr>
<tr>
<td>CMKA</td>
<td>54.69</td>
<td>73.65</td>
<td>81.86</td>
</tr>
</tbody>
</table>
training are conducted separately. Specifically, we use the Baseline model as the pre-trained model. We adapt the image knowledge to the text knowledge and fix the text representation network. The results are shown in Table III. In the table, CMKA-f is the method of knowledge adaptation with the text representation network fixed. It can be seen that CMKA-f outperforms Baseline. However, its performance is worse than CMKA. The result shows that knowledge adaptation can in turn help the learning of text representation. These two processes promote each other.

5) Replacing FKA With Other Alignment Methods: Compared with existing alignment methods [44]–[52], FKA adopts squared distance loss and only back-propagates the gradient through the image representation network to adapt knowledge in a single direction. We compare the results of using FKA or other methods such as MMD [44], Deep CORAL [45], and adversarial learning [46] at the individual level. The results are shown in Table IV. The methods in the table use different losses at the individual level and the same losses at the other two levels. It can be seen that replacing FKA with MMD, Deep CORAL, or adversarial learning does not improve performance. The results show that FKA is not only easy to implement, but also effective.

C. Results of I2T, I2I and T2T Re-ID

In addition to Text-to-Image re-ID (i.e., Language-based person search), we also evaluate the results of Image-to-Text (I2T), Image-to-Image (I2I) and Text-to-Text (T2T) re-ID in Table V. All evaluations use the same image features and text features as T2I re-ID. In the I2I and T2T re-ID settings, since a sample can be easily matched by itself, for each query, we remove the same sample from the gallery as this query. Some interesting findings can be found in the results.

For I2T re-ID, CMKA increases R@1, R@5, and R@10 from 61.68%, 84.48%, and 90.40% to 63.47%, 88.03%, and 93.56%, respectively. This result once again demonstrates the effectiveness of our method, which reduces the gap between different modalities to facilitate cross-modal matching.

Interestingly, for I2I re-ID, we find that the performance of CMKA is worse than the method of not using CMKA. This is because knowledge adaptation eliminates some of the image-specific information that is useful for distinguishing images of different classes. In I2I re-ID task, due to a person’s limited scope of motion, the images of the same person may be in similar lighting conditions and background. And the images of different people may be in different lighting conditions and background. The image-specific information such as lighting condition and background can indeed be used as factors in determining the identity of an image in I2I re-ID. And it is not necessary to consider whether information from an image is also owned by other modalities. However, these image-specific information does not contribute to cross-modal re-ID because only information shared by different modalities can be used as a reference for comparing image and text. The result reflects the key difference between the I2I re-ID task and the T2I re-ID task and shows that CMKA can effectively suppress the image-specific information.

Another finding from the table is that although the proposed knowledge adaptation is only applied to image modality, the T2T re-ID performance is also improved. This is because CMKA reduces the interference of image-specific information and makes the model capture more textual-visual correspondences, which in turn improves the generalization ability of the text representation network.

D. Comparison to State-of-the-Arts

In Table VI, the proposed approach is compared with several state-of-the-art language-based person search methods (including deeper LSTM Q+norm I [53], iBOWIMG [54], NeuralTalk [55], Word CNN-RNN [56], GNA-RNN [1], GMM+HGLMM [57], IATV [3], PWM-ATH [2], DPCE [4], GLIA [17], CMPP+CMPC [18], MCCL [19], TIMAM [58], and PMA [20]) on the CUHK-PEDES dataset. To compare fairly, for TIMAM, we show the results without BERT. We use the same protocol to evaluate these methods. Among existing methods, PWM-ATH, GLIA, and PMA model the correspondences between noun-phrases and image regions. GNA-RNN, IATV, PWM-ATH, GLIA, MCCL, and PMA introduce attention mechanisms to enhance the learning of image representation network or text representation.
network. CMKA uses only the global features of image and text and does not use any attention mechanism, which is simpler and more efficient. Moreover, our approach outperforms previous works and achieves state-of-the-art results. Specifically, CMKA is 0.88%, 0.11%, and 0.63% better than the previous best performing method PMA in terms of R@1, R@5, and R@10. Note that PMA requires training a pose estimation model on an additional dataset that annotates keypoints of human body. Our approach does not require any annotation of human keypoints or external dataset. The results validate the effectiveness of the proposed method. By suppressing the image-specific information, cross-modal knowledge adaptation can reduce the imbalance of information between modalities, and help the model capture more textual-visual correspondences. As a result, the performance of language-based person search is improved.

E. Results on the Flickr30K Dataset

To make our method more convincing and generic, we also conduct experiments on Flickr30K [65], which is one of the image captioning datasets. In Table VII, the proposed approach is compared with other methods including RRF-Net [60], CMPM + CMPC [18], DPCE [4], DAN [59], NAR [61], VSE++ [62], SCO [63], GXN [64], and TIMAM [58]. Similar to most methods, on this dataset, we use ResNet-152 for image representation network.

In image-to-text matching, CMKA achieves the best results on R@5 and R@10, which are 82.9% and 90.0%, respectively. In text-to-image matching, CMKA outperforms existing methods by a large margin in all metrics. Compared with the second best method TIMAM-BERT, CMKA does not introduce BERT, and is still 2.4%, 1.8%, and 0.8% better than it on R@1, R@5, and R@10. The results again demonstrate the advantage of our method, which balances information between different modalities through cross-modal knowledge adaptation.

F. Qualitative Results

We conduct a qualitative evaluation of the proposed method. Fig.6 shows the results with and without CMKA. The images on the left are search results without CMKA, and the images on the right are search results with CMKA. Positive images are marked by blue rectangles. Negative images are marked by red rectangles.

The first two examples show that CMKA can help the model to discover detailed textual-visual correspondences. As a result, the performance of language-based person search is improved.
Specifically, in the description of the first line, “red shirt and khaki” can be easily observed from an image. Therefore, most of the search results are for people wearing red shirt and khaki pants, whether CMKA is used or not. However, some non-corresponding people also wear red shirt and khaki pants. “a white bag with his right hand” in the text is the key feature that helps to accurately find the corresponding person from these very similar people. Compared with the method without using CMKA, the method using CMKA can put the corresponding images at the top through this detail. This is because CMKA reduces the interference of image-specific information, enabling the model to capture more detailed textual-visual correspondences.

Similarly, most of the search results in the second row match the description of “green shirt”, “gray pants” and “black and white shoes”. CMKA can further place the corresponding images in the top position by “black bag over her left shoulder”, which is what the method without CMKA fails to do.

The example in the third row shows that CMKA can reduce the negative effect of background information. In the example, the method without CMKA almost misses all the corresponding images. This may be because the corresponding images contain an uncommon red sign in the background. The image-specific information of background increases the gap between image modality and text modality. After CMKA suppressing the image-specific information, the amount of information in the image and text is balanced, and the corresponding image and text are matched.

The example in the fourth row shows that CMKA can reduce the negative effect of lighting condition information. In the example, the method without CMKA almost misses all the corresponding images. This may be caused by too much image-specific information on the low light condition in these corresponding images. By using CMKA, the image-specific information of lighting condition is suppressed, and the corresponding image and text are matched by the modal agnostic information.

G. Visualization

1) Visualization of Feature Map: To better understand how CMKA helps image network learn discriminative features, we visualize the activation map of the image feature before the average pooling layer in Fig.7. Following [66], we calculate the activation map by summarizing the absolute-valued feature maps along the channel dimension. As shown in the first example, both the features extracted by the baseline method and the features extracted by CMKA have a high response on the human body. However, the baseline model also focuses on the pink object in the background, which is redundant for the matching process. CMKA can focus on the white bag

<table>
<thead>
<tr>
<th>Method</th>
<th>Image Backbone</th>
<th>Image-to-Text</th>
<th>Text-to-Image</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAN [59]</td>
<td>VGG-19</td>
<td>41.4</td>
<td>73.5</td>
<td>82.5</td>
</tr>
<tr>
<td>RRNet [60]</td>
<td>ResNet-152</td>
<td>47.6</td>
<td>77.4</td>
<td>87.1</td>
</tr>
<tr>
<td>CMPC [18]</td>
<td>ResNet-152</td>
<td>49.6</td>
<td>76.8</td>
<td>86.1</td>
</tr>
<tr>
<td>TIMAM [58]</td>
<td>ResNet-152</td>
<td>50.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DPCE [4]</td>
<td>ResNet-152</td>
<td>55.6</td>
<td>81.9</td>
<td>89.5</td>
</tr>
<tr>
<td>DAN [59]</td>
<td>ResNet-152</td>
<td>55.0</td>
<td>81.8</td>
<td>89.0</td>
</tr>
<tr>
<td>NAR [61]</td>
<td>ResNet-152</td>
<td>55.1</td>
<td>80.3</td>
<td>89.6</td>
</tr>
<tr>
<td>VSE++ [62]</td>
<td>ResNet-152</td>
<td>52.9</td>
<td>80.5</td>
<td>87.2</td>
</tr>
<tr>
<td>SCO [63]</td>
<td>ResNet-152</td>
<td>55.5</td>
<td>82.0</td>
<td>89.3</td>
</tr>
<tr>
<td>GXN [64]</td>
<td>ResNet-152</td>
<td>56.8</td>
<td>-</td>
<td>89.6</td>
</tr>
<tr>
<td>TIMAM-BERT [58]</td>
<td>ResNet-152</td>
<td>53.1</td>
<td>78.8</td>
<td>87.6</td>
</tr>
<tr>
<td>CMKA (ours)</td>
<td>ResNet-152</td>
<td>55.7</td>
<td>82.9</td>
<td>90.0</td>
</tr>
</tbody>
</table>
in the human hand which is critical to the matching process instead of the background object. In other examples, CMKA can focus on the white book in the human hand, the sandals, and the pattern on T-shirt, respectively. In contrast, the baseline method ignores these important details. The results show that the proposed method can help the image network avoid the interference of image-specific information and discover discriminative information.

2) Stability of Feature Map to Changes in Image-Specific Information: In Fig.8, we compare the activation maps of the baseline method and CMKA by adjusting the image-specific information of the input image, such as blur, brightness, and contrast. As shown in the figure, after the image is blurred, the baseline method fails to capture important local regions. However, CMKA keeps focusing on the discriminative region of the image. When the brightness or contrast of the image changes, the high response region in the activation map of the baseline method is easily affected by the image variation. In contrast, the activation area of CMKA remains consistent. The results show that the image feature learned without CMKA contains more image-specific information and is therefore susceptible to image changes. CMKA can suppress the image-specific information and extract features with semantic information shared by modalities. As a result, the activation map is stable to changes in the image-specific information of the input image, such as blur, brightness, and contrast.

3) Visualization of Feature Distribution: In Fig.9, the feature distribution with and without CMKA is shown by t-SNE [67]. Features are sampled from the test set of the CUHK-PEDES dataset. In Fig.9a, the features of the same modality are well aggregated by identity. However, due to the unbalanced knowledge between the image modality and the text modality, the image features and text feature of the same identity (such as the red circles and red cross) are far apart. In Fig.9b, since the image-specific information is suppressed by cross-modal knowledge adaptation, the information gap between different modalities is narrowed. As a result, the image features and text feature of the same identity (such as the red circles and red cross) are pulled closer. The comparison demonstrates that cross-modal knowledge adaptation can effectively balance the amount of information of different modalities and better construct the common space of image and text.

V. Conclusion

In this paper, we propose a cross-modal knowledge adaptation method for language-based person search. To suppress the image-specific information, we adapt the knowledge of image to the knowledge of text at different levels. As a result, the information between modalities is balanced and more textual-visual correspondences are learned. Experimental results have shown that the proposed method outperforms state-of-the-art methods.
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